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2000 — 
2003 formal dialogue pragmatics SDRT, theorem proving, 

probabilistic models
2007 — 

2012
DFG 
(ENP)

Inpro: incrementalizing the representation building 
process (ASR, NLU, DM, NLG, TTS; turn-taking)

HMMs, SVMs, prob. 
parsing, …

2012 — 
2016

Inpro II: situated incremental processing (vision, gaze, 
gestures, embodiment) graphical models

2015 — 
2017

DFG/
ANR DUEL: incremental disfluency detection RNNs

2016 — 
2019 concept learning / grounded lexical semantics CNNs, RNNs

2018 — 
2022 VW knowledge-grounded closed-domain chat LLMs + KGs

2019 — MetaNLP / Methodology / The BIG Picture words

2019 — 
2023 Neur-Inpro & State Tracking RNNs, transformers, LLMs

2019 — 
2024 DFG RECOLAGE: incremental instruction generation RL, symb <-> NN transf.

2020 — 
2024

SFB 
1287 Limits of Pragmatic Variability in LLMs LLMs

2022 — 
2025 BMBF COCOBOTS: construction concept learning, robot arm code gen models

2023 — Foundation Models: What Are They Good For? LLMs

2024 — Reasonable AI: Giving and Asking for Reasons
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Understanding Understanding —- 
the process by which interlocutors create shared understanding 
(sufficient for current purposes)

ASR lexical semantics
computer vision

robotics
TTS

foundational research
applications in UI 

domains (multimodal assistance, tutoring, …)
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Computational Linguistics

NLP

Representation Formalisation

Representation Learning

theoretical understandingcomputational 
model

applied 
model

moar!!!!
{ data |  

compute | 
layers }

moar!!!!

moar!!!!
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• Always been puzzled by lack of coherence. (Science when feeling fancy, 
engineering when challenged…)

• 2019, became “Professor of the Foundations of CL”  — I’m now officially allowed 
to think (and write) about this!

• (Schlangen 2019a, 2019b, 2021 ACL, 2022, 2023a, 2023b)

• Some points

• now that things kind of work, kind of in a general way, the domain theory 
aversion is coming back to haunt NLP, as problems with measurement

• it makes sense to analyse the task of understanding as 
• requiring knowledge, 
• which is applied in (update) processes, 

• some of which are single-minded ones, other are interactive ones
• this makes clearer the methodological relations btw NLP-NLU & SLU

Where’s the theory of NLP?

11
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Where’s the theory of NLP?
• Some points

• now that things kind of work, kind of in a general way, the domain 
theory aversion is coming back to haunt NLP, as problems with 
measurement

• the type of language use represented by NLP-NLU is not the only 
one, and not even the paradigmatic one

• it makes sense to analyse the task of understanding as 
• requiring knowledge, 
• which is applied in (update) processes, 

• some of which are single-minded ones, other are interactive 
ones

• this makes clearer the relation btw NLP-NLU & SLU (as tasks, and 
methodologically)

13
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I. Types of Language Use

14
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familiarity / audience design / shared context

ChatGPT

in
te

ra
ct

iv
it

y 
/ 

im
m

ed
ia

cy

institutional writing

familial face-to-face 
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• the type of language use represented by NLP-NLU is not the 
only one, and not even the paradigmatic one
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II. Task of LU has Structure

• it makes sense to analyse the task of understanding as 
• requiring knowledge, 
• which is applied in (update) processes, 

• some of which are single-minded ones, other are 
interactive ones

15
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NLP-NLU
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NLP-NLU

18

language 
model

world 
model

a

o

agent model

situation 
model

discourse 
model

self partner

syntax
form / meaning

lexicon / concepts
folk theories

scripts
facts

episodes
discourse referents

coherence relations

objects
agents

relations
processes

acts

The trophy didn’t fit into the suitcase because it was too small

The trophy didn’t fit into the suitcase because it was too big

(Levesque et al. 2012)

(Ribeiro et al. 2020)
(Wang et al. 2019)

work on representation probing

(Dunietz et al. 2020)
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situated NLU
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language 
model

world 
model

a

o

agent model
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model

discourse 
model

self partner

syntax
form / meaning

lexicon / concepts
folk theories

scripts
facts

episodes
discourse referents

coherence relations

objects
agents

relations
processes

acts

a/o

a aa

incremental processing

incremental learning

multimodal grounding

conversational grounding

(Schlangen 2023b)
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III. Relations btw  
NLP-NLU & SLU

• this makes clearer the relation btw NLP-NLU & SLU (as 
tasks, and methodologically)

20



colab
potsdam Department Linguistics Universität Potsdam David Schlangen

from NLP-NLU to 
situated interactive agents

21

a

o

functional NLP

turn-incremental 
NLP

stream 
processing

a aa

situated 
agent

situated 
interactive agent

task 
agenttext

example 
sequences

video, 
audio

simulation

simulation?? 
real-time interaction?

simulation

faster-than-realtime training & automatic testing

expensive & slow (but definite) interactive testing
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Where’s the theory of NLP?
• Some points

• now that things kind of work, kind of in a general way, the domain 
theory aversion is coming back to haunt NLP, as problems with 
measurement

• the type of language use represented by NLP-NLU is not the only 
one, and not even the paradigmatic one

• it makes sense to analyse the task of understanding as 
• requiring knowledge, 
• which is applied in (update) processes, 

• some of which are single-minded ones, other are interactive 
ones

• this makes clearer the relation btw NLP-NLU & SLU (as tasks, and 
methodologically)
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knowledge 
& process

23

Language Model

World Model

Situation Model

Discourse Model

Agent Model

(Chomsky 1957)

(Murphy 2002; Margolis & Laurence 2015)

(Johnson-Laird 1983, van Dijk & Kintsch 1983)

(Kamp 1981, Heim 1983, Asher & Lascarides 2001)

(Bratman 1987, Cohen et al. 1990, Clark 1996)

ALARM! Is this not 
just 20th century AI??

Observations certainly 
not new.  
(This combination 
may be?)

But the claim is not 
that these should be 
modelled symbolically 
(representations + 
rules), just that it 
makes sense to pay 
attention to these 
aspects of knowledge 
and knowledge 
dynamics.
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Language Model

World Model

Situation Model

Discourse Model

Agent Model

Incremental Processing Conversational Grounding

Incremental Learning Multimodal Grounding

(Holler & Levinson 2019)

(H. Clark 1996)

(Harnad 1990)

(Harris 2015) 
(E. Clark 2003)

(Levinson 2010)

(McNeill 1992; Kendon 2004)

(Fernández et al. 2011)

(Bowles & 
Gintis 2011)

(Hoppitt & Laland 2013)

Schlangen (forthcoming)

(Christianson & Chater 2016)

knowledge 
& process
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Language Model

World Model

Situation Model

Discourse Model

Agent Model

Research Programme
Incremental Processing Conversational Grounding

Incremental Learning

(Madureira & Schlangen, EMNLP 2020) 
(Kahadipraja et al. , EMNL 2021, ACLf 2023)

Multimodal Grounding

(Loáiciga et al., COLING 2022) 
(Beyer et al., NAACL 2021)

(Galetzka et al., ACL 2021) 
(Galetzka et al., LREC 2020)

(Götze et al., LREC 2022)

(Madureira & Schlangen, ACL 2022)
(Madureira & Schlangen, EACL 2023)

(Götze et al., semdial 2022)

(Sadler & Schlangen, EACL 2023)
(Sadler et al., ACLf 2023)

(Hakimov & Schlangen, ACLf 2023)

(Götze et al., semdial 2023)
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- The task of LU has internal 
structure 
- Realising this is useful (at the very 

least) for benchmarking
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- The task of LU has internal 
structure 
- Realising this is useful (at the very 

least) for benchmarking
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The New Kids on the Block: 
chat-optimised LLMs (cLLMs)

• We know how to evaluate it NLP-
NLU style.

• That’s not all of NLU.

• We’ve said that Dialogue Games 
offer a principled way to evaluate 
“language understanding / use in 
context”.

• Can we evaluate cLLMs with 
Dialogue Games?

• (Ideally, even in self-play / 
faster-than-real time & w/o 
human involvement.)

28
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(a note in advance)

• On ArXiv 
(Chalamalasetti et al. 
2023) & github  
[ https://github.com/clp-

research/clembench ]

• but may or may not 
also be under review

• consider it not being 
advertised here…

29

https://github.com/clp-research/clembench
https://github.com/clp-research/clembench
https://github.com/clp-research/clembench
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Why Dialogue Games?

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

30

goal-directed activity (provides 
purpose to language)

multi-turn (provides 
context to language)

clear definition of what 
counts as legal move  
(formal constraints)

clear metric for whether / 
how well goal has been 
reached

goal & rules provide  
control over type of context that is relevant 
control over type of knowledge that is relevant

nice technical property: game instances unlikely to be even in internet-scale 
training data; easy to generate more
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clemgame Principles

31

Game MasterPlayer A Player B
A: initial template, or 
next-round template

prompt to A

response from A

A response parsing template

A’s game move

B: initial template, or 
next-round template

prompt to B

response from B

B response parsing template

B’s game move
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clemgame Principles

32

Game MasterPlayer A Player B
A: initial template, or 
next-round template

prompt to A

response from A

A response parsing template

A’s game move

B: initial template, or 
next-round template

prompt to B

response from B

B response parsing template

B’s game move

A game is defined by:
- prompt templates (describing the 

task to player + potentially 
providing previous moves)
- parsing rules (what makes legal 

move)
- goal rules (when does game stop? 

# of rounds, goal reached, etc.) 

An instance is that + specified goal.
An experiment is a collection of 
instances.
An episode is a run of an instance 
with specific players.
An experiment run is a run of an 
experiment with specific players.

The clembench is our specific 
collection of experiments.
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Example: Taboo

33

Evaluation criteria:
- has the game been played to the 

end (n tries)?   instruction fo%owing

- has the instance been solved? 
game success

Why care?
The game challenges core parts of 
the overall skill of “understanding”.
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Games & Understanding

34

incremental 
processing 

incremental 
learning

  multimodal 
grounding

language 
model

situation 
model

discourse 
model

world 
model

agent model

  conversational 
grounding

taboo

wordle

image 
reconstruction

reference game

conversational 
scorekeeping game
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Games as benchmarking 
instrument

• coarse-grained: one number, to weigh and rank  

(  )

• finer-grained: look at quality and %-completed separately

• even finer: look at performance by game

• very fine-grained: fine analysis of game performance 
(additional metrics), qualitative analysis

quality * completed
attempted

35
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The games in 
clembench-1.0

• taboo: word guessing game with word constraints

• wordle: word guessing game with letter-based constraints

• wordle+clue: additionally, content-based clue

• wordle+clue+critic: other player needs to agree with choice

• image reconstruction game: A gets B to reconstruct ASCII grid 
image

• reference game: A describes one (out of three) ASCII images to B, who 
“sees” them in different order. (Single shot.)

• conv. scorekeeping game: A provides information from list to B, but is 
privately asked by GM about what they “think” B knows. 

36
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Example: wordle

37

hello

world

swirl
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Example: image game

38
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Example: conv. scorekeeping

39
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Running the benchmark

• Evaluated for:

• % games played to completion 
[ following formal rules ]

• quality of game play (only completed games) 
[ reaching game-specific goal ] 

40
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Running the benchmark

41
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Running the benchmark

42
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What does it all mean?
• Still room to grow. (Compare to human / human play.)

• Performance seems to increase as a function of size 
(parameter count, training data, instruction tuning)

• Performance of better models not bad even for image game, 
scorekeeping

• Pure wordle very hard, even for GPT4

• Open models not quite there yet

43
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What does it all mean?

• But what did the scalpel dissect?

• At the moment, a bit hard to see trees for the forrest…

• More fine-grained analyses to come. (But see paper.)

• E.g., explanations in wordle mostly not consistent with 
decision made by model.

44
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Where to?
• This was just a proof-of-concept of the instrument

• Much remains to be done:

• Deeper analysis of performance on games

• Additional games (e.g., more modalities; multi-linguality)

• Clearer argument for correlation btw game performance and (useful) 
task performance

• Investigate performance as function of model parameters (checkpoint, 
parameter size, etc.): Is performance linear? “Emergence”? Etc.

• Continuous testing… new models to test every day…

• Open source — easy to get involved! https://github.com/clp-research/clembench 

45

https://github.com/clp-research/clembench
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- The task of LU has internal 
structure 
- Realising this is useful (at the very 

least) for benchmarking
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- There’s more to LU than 
NLU 
- The task of LU has internal 
structure 
- Realising this is useful (at the very 

least) for benchmarking 
- Also sketches path from 
NLP-NLU to SLU

- cLLMs do go some steps 
towards handling context-
dependent language use 
- using formal constraints to 
rein in LLMs might be 
worthwhile strategy for more 
(real-)task-oriented SIAs…



Thank you.
Questions, Comments?
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List of References for the Talk “Understanding Understanding”

All of our publications can be found at: https://clp.ling.uni-potsdam.de/publications/.
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Berlin, Germany: De Gruyter, pp. 164–189.

Holler, Judith and Stephen C. Levinson (2019). “Multimodal Language Processing in Human Commu-
nication”. In: Trends in Cognitive Sciences, pp. 1–14.

Hoppit, William and Kevin N. Laland (2013). Social Learning: An Introduction to Mechanisms, Meth-
ods, and Models. Princeton University Press.

Johnson-Laird, Philip Nicholas (1983). Mental Models: Towards a Cognitive Science of Language, In-
ference, and Consciousness. Cognitive science series. Harvard University Press.

Kamp, Hans (1981). “A Theorie of Truth and Representation”. In: Formal Methods in the Study of
Language. Ed. by J.A.G. Groenendijk, T.M.V. Janssen, and M.B.J. Stokhof. Mathematical Centre
Tracts 135. Amsterdam: University of Amsterdam, pp. 277–322.

Kendon, Adam (2004). Gestures. Cambridge, UK: Cambridge University Press.

Page 1 of 2

https://clp.ling.uni-potsdam.de/publications/


Schlangen SLU & NLU 2023-07-20

Kontogiorgos, Dimosthenis, Elena Sibirtseva, Andre Pereira, Gabriel Skantze, and Joakim Gustafson
(2018). “Multimodal Reference Resolution In Collaborative Assembly Tasks”. In: Proceedings
of the 4th International Workshop on Multimodal Analyses Enabling Artificial Agents in Human-
Machine Interaction.

Levesque, Hector J., Ernest Davis, and Leora Morgenstern (2012). “The Winograd schema challenge”.
In: Proceedings of the International Workshop on Temporal Representation and Reasoning, pp. 552–
561.

Levinson, Stephen C (2010). “Interactional Foundations of Language: The Interaction Engine Hypoth-
esis”. In: Human language: From genes and brain to behavior. Ed. by Peter Hagoort. Cambridge,
MA, USA: MIT Press. Chap. 14, pp. 189–200.

Margolis, Eric and Stephen Laurence, eds. (2015). The Conceptual Mind: New Directions in the Study
of Concepts. Cambridge, Massachusetts, USA: MIT Press.

McNeill, David (1992). Hand and Mind: What Gestures Reveal about Thought. Chicago, IL, USA:
University of Chicago Press.

Murphy, Gregory L. (2002). The Big Book of Concepts. Cambridge, MA, USA: MIT Press.
Ribeiro, Marco Tulio, Tongshuang Wu, Carlos Guestrin, and Sameer Singh (July 2020). “Beyond Ac-

curacy: Behavioral Testing of NLP Models with CheckList”. In: Proceedings of the 58th Annual
Meeting of the Association for Computational Linguistics. Online: Association for Computational
Linguistics, pp. 4902–4912.

Schlangen, David (2019a). “Grounded Agreement Games: Emphasizing Conversational Grounding in
Visual Dialogue Settings”. In: CoRR abs/1908.11279. arXiv: 1908.11279.

— (2019b). “Language Tasks and Language Games: On Methodology in Current Natural Language
Processing Research”. In: CoRR abs/1908.10747. arXiv: 1908.10747.

— (Aug. 2021). “Targeting the Benchmark: On Methodology in Current Natural Language Processing
Research”. In: Proceedings of the 59th Annual Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference on Natural Language Processing (Volume 2:
Short Papers). Online: Association for Computational Linguistics, pp. 670–674.

— (Sept. 2022). “Norm Participation Grounds Language”. In: Proceedings of the 2022 CLASP Con-
ference on (Dis)embodiment. Gothenburg, Sweden: Association for Computational Linguistics,
pp. 62–69.

— (2023a). “Dialogue Games for Benchmarking Language Understanding: Motivation, Taxonomy,
Strategy”. In: CoRR abs/2304.07007. arXiv: 2304.07007.

— (2023b). “What A Situated Language-Using Agent Must be Able to Do: A Top-Down Analysis”.
In: CoRR abs/2302.08590. arXiv: 2302.08590.

Wang, Alex, Yada Pruksachatkun, Nikita Nangia, Amanpreet Singh, Julian Michael, Felix Hill, Omer
Levy, and Samuel R. Bowman (2019). “SuperGLUE: A Stickier Benchmark for General-Purpose
Language Understanding Systems”. In: NeurIPS. July, pp. 1–30. arXiv: 1905.00537.

Page 2 of 2

https://arxiv.org/abs/1908.11279
https://arxiv.org/abs/1908.10747
https://arxiv.org/abs/2304.07007
https://arxiv.org/abs/2302.08590
https://arxiv.org/abs/1905.00537

