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This Talk

2

Understanding Understanding —- 
the process by which language users create shared 

understanding (sufficient for their current purposes)

using computational models

for scientific insight for practical gain
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This Talk
• A Theoretical Thread

• “What A Situated Language-Using Agent Must be Able to 
Do: A Top-Down Analysis” (ArXiv, 2023)

• “On General Language Understanding” (EMNLP 
Findings 2023)

• A Methodological Thread

• Negative: How not To Do Things

• “Language Tasks and Language Games: On 
Methodology in Current NLP Research” (ArXiv 
2019)

• “Targeting the Benchmark: On Methodology in 
Current NLP Research” (ACL 2021)

• Positive: How To Do Things

• “Dialogue Games for Benchmarking Language 
Understanding: Motivation, Taxonomy, Strategy” 
(ArXiv 2023)

• “clembench: Using Game Play to Evaluate Chat-
Optimized Language Models as Conversational 
Agents” (Chalamalasetti et al., EMNLP 2023)
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This Talk

• Part I: From NLU to Situated Language Understanding

• Part II: Studying SLU

• Dialogue Games as a Tool

• Evaluating cLLMs with Dialogue Games 

4
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https://www.gatesnotes.com/The-Age-of-AI-Has-Begun

https://yourstory.com/2023/09/chatgpt-new-voice-image-features-guide

Part I: From NLU to SLU

https://www.princeton.edu/news/2023/01/03/learning-see-and-learning-read-artificial-intelligence-enters-new-era

Isn’t Natural Language Understanding solved?

5

https://www.scientificamerican.com/article/how-ai-knows-things-no-one-told-it/

https://www.nytimes.com/2023/03/15/technology/gpt-4-artificial-intelligence-openai.html
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Part I: From NLU to SLU
Isn’t Natural Language Understanding solved?
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Part I: From NLU to SLU
But why does it seem (almost) solved, to NLP/AI researchers?

7

• Our testing methodology is flawed

• An important aspect of understanding is ignored
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Part I: From NLU to SLU
But why does it seem (almost) solved, to NLP/AI researchers?
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• Our testing methodology is flawed

From the Llama-2 paper (Touvran et al. 2023)

The scattergun approach to evaluation
Understanding = Code + Common Sense + World Knowledge + Reading 

Comprehension + MATH + Exams?
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A Brief History of NLP Research
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specialist models 
(1990s – 2015?)

learning testing
(train) (test)

Can this architecture learn 
this task?task dataset

transfer learning 
(2015 – 2022?)

learning testing
(train) (test)

learning
task datasettext dataset

Does this pre-training 
prepare for that task?

generalist models 
(2022 – ?)

testing
(test)

learning
task datasetmystery text 

dataset

Can this generalist model 
do this task as well?

Does this architecture learn to understand?

formal models  
(1960 – 1990s)

analysing & 
formalising implementing testing

Do these formal representations 
capture insights, & do these 
algorithms process them e!ciently?
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testing
(test)

Tasks were selected for variety of reasons, but not systematically related. 
task dataset

face validity — Is the test subjectively viewed as covering the concept it purports to measure?

construct validity — Do the indicators represent or re"ect the concept or construct that itself is not 
directly observable?

learning
(train)

A Brief History of NLP Research
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Understanding Text

12

output

input

Understanding shows in the response.

But understanding has internal structure.

How can one argue for a particular 
structuring?

• Dissociations: Find examples where one 
is present, but not the other. (Evidence 
can be phylogenetical, ontogenetical, 
pathological.)

• Explanatory power: Story with 
components more coherent than 
without.
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Understanding Text
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language 
model

world 
model

agent model

situation 
model

discourse 
model

self partner

output

input

syntax
composition

lexicon / concepts
folk theories

scripts
facts

episodes

discourse referents
coherence relations

objects
agents

relations
events

acts

desires
intentions

universals
particulars
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ng
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sh

or
t(e

r)-
te

rm

autobiographical

“Consensus model”

(Chomsky 1957)

(Murphy 2002; Margolis & Laurence 2015)

(Kamp 1981, Heim 1983, Asher & Lascarides 2001)

(Johnson-Laird 1983, van Dijk & Kintsch 1983)

 
(Bratman 1987, Cohen et al. 1990, Clark 1996) 
 
 
(Mahowald et al. 2023)

inference

(Schlangen 2023b, c)
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Understanding Text
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language 
model

world 
model

agent model

situation 
model

discourse 
model

self partner

output

input

syntax
composition

lexicon / concepts
folk theories

scripts
facts

episodes

discourse referents
coherence relations

objects
agents

relations
events

acts

desires
intentions

universals
particulars

lo
ng
-te

rm
sh

or
t(e

r)-
te

rm

autobiographical

The trophy didn’t fit into the suitcase because it was too small

The trophy didn’t fit into the suitcase because it was too big

(Levesque et al. 2012)

(Ribeiro et al. 2020)
(Wang et al. 2019)

(Dunietz et al. 2020)

(Loáiciga et al., COLING 2022) 
(Beyer et al., NAACL 2021)

Arthur owns a dog and it follows him everywhere he goes. 
Arthur doesn’t own a dog and #it follows him everywhere he goes.

(Schuster & Linzen 2022)

inference

(Schlangen 2023b, c)



colab
potsdam Department Linguistics Universität Potsdam David Schlangen

Part I: From NLU to SLU
But why does it seem (almost) solved, to NLP/AI researchers?

15

• Our testing methodology is flawed

• Focus in only on collecting tests with face validity.

• Construct validity is neglected.

• An important aspect of understanding is ignored
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Part I: From NLU to SLU
But why does it seem (almost) solved, to NLP/AI researchers?
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• Our testing methodology is flawed

• Focus in only on collecting tests with face validity.

• Construct validity is neglected.

• An important aspect of understanding is ignored
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high low

low

familiarity / audience design / shared context

ChatGPT
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institutional writing

familial face-to-face 
int.

institutional face-to-
face int

personal letter 
writing SuperGLUE

• the type of language use represented by NLP-NLU is not the 
only one, and not even the paradigmatic one

The Space of Language Uses
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Situated Interaction

18

(Zarrieß et al., LREC 2016)
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(Schlangen 2023b, c)

Situated Language Understanding
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a aa

multimodal grounding

incremental processing

incremental learning

a/o
conversational grounding

Situated Language Understanding
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Situated Language Understanding

21
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a aa

multimodal grounding

incremental processing

incremental learning

a/o
conversational grounding

Belief Domains
& Anchoring Processes

Anchoring Processes

now

here

us

Us
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Language Model

World Model

Situation Model

Discourse Model

Agent Model

BD/AP
Incremental Processing Conversational Grounding

Incremental Learning Multimodal Grounding

(Holler & Levinson 2019)

(H. Clark 1996)

(Harnad 1990)

(Harris 2015) 
(E. Clark 2003)

(Levinson 2010)

(McNeill 1992; Kendon 2004)

(Fernández et al. 2011)

(Bowles & 
Gintis 2011)

(Hoppitt & Laland 2013)

Schlangen (2023a)

(Christianson & Chater 2016)
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multimodal grounding
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language 
model

world 
model

a

o

agent model

situation 
model

discourse 
model

self partner

incremental processing

incremental learning

a/o
conversational grounding

incremental processing 

(Schlangen & Skantze 2009; Skantze & Schlangen 2009) + ~30+ other 
papers + (Madureira & Schlangen 2020, Kahardipraja et al. 2021, 2023)

BD/AP

turn taking 

(Schlangen 2006), (Atterer et al. 2008), … , (Andrist et 
al. 2016), (Kousidis & Schlangen 2015), (Maier et al. 
2017), (Hough & Schlangen 2017)

conversational grounding / repair 

(Schlangen 2004, Rodríguez & Schlangen 2004), …, 
(Ginzburg et al. 2014), (Hough & Schlangen 2015), …, (Hough 
& Schlangen 2017), …, (Madureira & Schlangen 2023a, b)

multimodal grounding 

(Siebert & Schlangen 2008), …, (Kennington & 
Schlangen 2015, Schlangen et al. 2016), 
(Kennington et al. 2013, Han et al. 2014, 2017, 2018)
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This Talk
• A Theoretical Thread

• Understanding shows differently in text and interaction

• The “Beliefs & Processes” model

• A Methodological Thread

• Negative: How not To Do Things

• Text NLU is tested unsystematically, with little regard for 
construct validity of tests

• Positive: How To Do Things

• How can we test (and build for) SLU, with construct validity?

• A proposal for testing chat-optimised LLMs as Interactive Agents

24
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A Brief History of NLP Research
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specialist models 
(1990s – 2015?)

transfer learning 
(2015 – 2022?)

generalist models 
(2022 – ?)

learning testing
(train) (test)

Can this architecture learn 
this task?

learning testing
(train) (test)

learning

task dataset

task datasettext dataset
Does this pre-training 
prepare for that task?

testing
(test)

learning
task datasetmystery text 

dataset

Can this generalist model 
do this task as well?

Does this architecture learn to understand?

formal models  
(1960 – 1990s)

analysing & 
formalising implementing testing

Do these formal representations 
capture insights, & do these 
algorithms process them e!ciently?
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Can we learn from NLU?
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specialist models 
(1990s – 2015?)

transfer learning 
(2015 – 2022?)

generalist models 
(2022 – ?)

formal models  
(1960 – 1990s)

NLP tasks (& datasets) 
to set goals

analyse…

& model single task

transfer knowledge 
from task to task

all tasks are contained?

Dialogue Games 
to set goals

learn from data

learn from / test 
with self-play?

(worry a bit more about 
construct validity)
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Dialogue Games

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

28

“Ich werde auch das Ganze: der Sprache und der Tätigkeiten, 
mit denen sie verwoben ist, das »Sprachspiel« nennen.” 
“I shall also call the whole, consisting of language and the activities into which it 
is woven, a «language-game».”    
(Wittgenstein 1953; PU §7) (Also: Sellars 1956, Levinson 1979)
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Dialogue Games

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

29

“Discuss whether you’re looking at the same image”

“Ask and answer 10 questions about this image.”
“You think of an animal and I guess it.”

“Let’s make a list of 10 songs we both like.”
“Help me buy a train ticket.”

“Navigate this map together.”
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Dialogue Games

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

30

goal-directed activity (provides 
purpose to language)

multi-turn (provides 
context to language)

clear definition of what 
counts as legal move  
(formal constraints)

clear metric for whether / 
how well goal has been 
reached

goal & rules provide  
control over type of context that is relevant 
control over type of knowledge that is relevant

nice technical property: game instances unlikely to be even in internet-scale 
training data; easy to generate more
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Dialogue Game Taxonomy 
(Schlangen 2023b)

• Our proposal: A fine-grained taxonomy of dialogue games,

• … with clear connections to BD/AP model,

• … and a partial ordering in terms of complexity. (“Progress.”)

31

Setting 
(Players &  

Connections)

Environment 
(Objects &  

Realisations)

Game 
(Moves, Goals)
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This Talk
• A Theoretical Thread

• Understanding shows differently in text and interaction

• The “Beliefs & Processes” model

• A Methodological Thread

• Negative: How not To Do Things

• Text NLU is tested unsystematically, with little regard for 
construct validity of tests

• Positive: How To Do Things

• How can we test (and build for) SLU, with construct validity?

• A proposal for testing chat-optimised LLMs as Interactive Agents

32
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Can we learn from NLU?

33

specialist models 
(1990s – 2015?)

transfer learning 
(2015 – 2022?)

generalist models 
(2022 – ?)

formal models  
(1960 – 1990s)

NLP tasks (& datasets) 
to set goals

analyse…

& model single task

transfer knowledge 
from task to task

all tasks are contained?

Dialogue Games 
to set goals

learn from data

learn from / test 
with self-play?

(worry a bit more about 
construct validity)

Problems: 
- Learn from data: Data sets can only cover small part of space. 
- Learn from partner: Capable partners (real humans) are slow and expensive. 
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The Programmatic 
Teacher Approach

34

Problems: 
- Learn from data: Data sets can only cover small part of space. 
- Learn from partner: Capable partners (real humans) are slow and expensive. 

A
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L 
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 (2
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C

L 
(2

02
3)

Philipp Sadler Sherzod Hakimov

#is Approach: 
- Let agent learn from programmatic partner, implementing behaviour models.
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The Programmatic 
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Problems: 
- Learn from data: Data sets can only cover small part of space. 
- Learn from partner: Capable partners (real humans) are slow and expensive. 
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Philipp Sadler Sherzod Hakimov

#is Approach: 
- Let agent learn from programmatic partner, implementing behaviour models.
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The Self-Play Approach

36

Problems: 
- Learn from data: Data sets can only cover small part of space. 
- Learn from partner: Capable partners (real humans) are slow and expensive. 
#is Approach: 
- Let us see if the new generalist models are not already 0-/few-shot agents!

(Chalamalasetti et al., EMNLP 2023)
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clemgame & clembench 
(clem = cLLM = chat-optimized LLM…)

37

https://clembench.github.io/

https://clembench.github.io/


colab
potsdam Department Linguistics Universität Potsdam David Schlangen

clemgame & clembench 
(clem = cLLM = chat-optimized LLM…)

38

https://clembench.github.io/

https://clembench.github.io/
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clembench

The Framework

39

clem/ends: A uniform interface to chat models 
(local [huggingface, llama.cpp, etc.], API-based)

clem/game: A framework for implementing & scoring 
Dialogue Agents & Dialogue Games

taboo  
DG

wordle  
DG

ref-g  
DG

…  
DG
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clemgame Principles

40

Game MasterPlayer A Player B
A: initial template, or 
next-round template

prompt to A

response from A

A response parsing template

A’s game move

B: initial template, or 
next-round template

prompt to B

response from B

B response parsing template

B’s game move
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clemgame Principles

41

Game MasterPlayer A Player B
A: initial template, or 
next-round template

prompt to A

response from A

A response parsing template

A’s game move

B: initial template, or 
next-round template

prompt to B

response from B

B response parsing template

B’s game move

A game is defined by:
- prompt templates (describing the 

task to player + potentially 
providing previous moves)
- parsing rules (what makes legal 

move)
- goal rules (when does game stop? 

# of rounds, goal reached, etc.) 

An instance is that + specified goal.
An experiment is a collection of 
instances.
An episode is a run of an instance 
with specific players.
An experiment run is a run of an 
experiment with specific players.

The clembench is our specific 
collection of experiments.
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Example: Taboo

42

Evaluation criteria:
- has the game been played to the 

end (n tries)?   instruction fo#owing

- has the instance been solved? 
game success

Why care?
The game challenges core parts of 
the overall skill of “understanding”.
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The Validity Argument

43

incremental 
processing 

incremental 
learning

  multimodal 
grounding

language 
model

situation 
model

discourse 
model

world 
model

agent model

  conversational 
grounding

taboo

wordle

image 
reconstruction

reference game

conversational 
scorekeeping game
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• coarse-grained: one number, to weigh and rank  

(  )

• finer-grained: look at quality and %-completed separately

• even finer: look at performance by game

• very fine-grained: fine analysis of game performance 
(additional metrics), qualitative analysis

quality * completed
attempted

44

https://creativecom
m

ons.org/licenses/by-sa/4.0/deed.en https://
com

m
ons.w

ikim
edia.org/w

iki/File:D
essin_scalpel.svg Petit B

Games as 
benchmarking instrument

https://creativecommons.org/licenses/by-sa/4.0/deed.en
https://commons.wikimedia.org/wiki/File:Dessin_scalpel.svg
https://commons.wikimedia.org/wiki/File:Dessin_scalpel.svg
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The games in 
clembench-1.0

• taboo: word guessing game with word constraints

• wordle: word guessing game with letter-based constraints

• wordle+clue: additionally, content-based clue

• wordle+clue+critic: other player needs to agree with choice

• image reconstruction game: A gets B to reconstruct ASCII grid 
image

• reference game: A describes one (out of three) ASCII images to B, who 
“sees” them in different order. (Single shot.)

• conv. scorekeeping game: A provides information from list to B, but is 
privately asked by GM about what they “think” B knows. 

45
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Example: wordle

46

hello

world

swirl
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Example: image game

47
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Example: conv. scorekeeping

48
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Running the benchmark

• Evaluated for:

• % games played to completion 
[ following formal rules ]

• quality of game play (only completed games) 
[ reaching game-specific goal ] 

49
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Running the benchmark

50
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https://clembench.github.io/

https://clembench.github.io/
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Running the benchmark

53
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What does it all mean?
• Still room to grow. (Compared to human / human play.)

• Performance seems to increase as a function of size 
(parameter count, training data, instruction tuning)

• Performance of better models not bad even for image game, 
scorekeeping

• Pure wordle very hard, even for GPT4

• Open models not quite there yet, but are rapidly improving

54
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What does it all mean?

• But what did the scalpel dissect?

• At the moment, a bit hard to see trees for the forrest…

• More fine-grained analyses to come. (But see paper.)

• E.g., explanations in wordle mostly not consistent with 
decision made by model.

55
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Where to?
• This was just a proof-of-concept of the instrument

• Much remains to be done:

• Deeper analysis of performance on games

• Additional games (e.g., more modalities; multi-linguality)

• Correlation analysis, to validate assumed connection to construct

• Clearer argument for correlation btw game performance and (useful) task 
performance

• Investigate performance as function of model parameters (checkpoint, 
parameter size, etc.): Is performance linear? “Emergence”? Etc.

• Continuous testing… new models to test every day…

• Open source — easy to get involved! https://github.com/clp-research/clembench 

56

https://github.com/clp-research/clembench
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Situated Language Understanding
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Situated Interaction
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(Zarrieß et al., LREC 2016)
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Learning from self-play
• select transcripts of 

good (self-play) games

• mix with h/h & h/s 
episodes

• add as fine-tuning data

• test for transfer to other 
games

59



colab
potsdam Department Linguistics Universität Potsdam David Schlangen

Conclusions
• A Theoretical Thread

• NLU is not solved

• And in any case, coverage not complete: Situated-LU

• A model of the construct: “Beliefs & Processes”

• A Methodological Thread

• Negative: How not To Do Things

• Text NLU, face & construct validity

• Positive: How To Do Things

• Dialogue Games & the construct situated understanding

• Testing chat-optimised LLMs as Interactive Agents
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Thank you.
Questions, Comments?
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Setting 
(Players &  

Connections)

Environment 
(Objects &  

Realisations)

63

Dialogue Game Taxonomy

Game 
(Moves, Goals)

multiple dimensions for transfer learning / generalisation

• Our proposal: A fine-grained taxonomy of dialogue games, with clear 
connections to KD&P model.
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- present y/n
- familiar y/n
- real / simulated
- high/low fidelity
- static / dynamic
- manipulable y/n

64

Language Model

World Model

Situation Model

Discourse Model

Agent Model

Incremental 
Processing

Conversational 
Grounding

Incremental 
Learning

Multimodal 
Grounding

Game & BD/AP

- mutual observability y/n
- view shared/part/diff.
- spoken / typed
- turn taking free / constr.
- repeated y/n

- role equality / division
- (verbal) action space: free/constrained;
- scoring
- goal type: ref., inf., instr. (nav., constr.), neg.
- activity-level: reactive/proactive
- co-level: control/cooperation/collaboration

• Our proposal: A fine-grained taxonomy of dialogue games, with clear 
connections to BD/AP model.
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- present y/n
- familiar y/n
- real / simulated
- high/low fidelity
- static / dynamic
- manipulable y/n
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Language Model

World Model

Situation Model

Discourse Model

Agent Model

Incremental 
Processing

Conversational 
Grounding

Incremental 
Learning

Multimodal 
Grounding

Game & BD/AP

- mutual observability y/n
- view shared/part/diff.
- spoken / typed
- turn taking free / constr.
- repeated y/n

- role equality / division
- (verbal) action space: free/constrained;
- scoring
- goal type: ref., inf., instr. (nav., constr.), neg.
- activity-level: reactive/proactive
- co-level: control/cooperation/collaboration

• “Progress this way”: We can make arguments for which games / 
environments / settings are less restricted than others. 
Ultimate goal: real world / real language games.
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Götze, Jana, Maike Paetzel-Prüsmann, Wencke Liermann, Tim Diekmann, and David Schlangen (June
2022). “The Slurk Interaction Server Framework: Better Data for Better Dialog Models”. In: Pro-
ceedings of the Language Resources and Evaluation Conference. Marseille, France: European Lan-
guage Resources Association, pp. 4069–4078.

Götze, Jana, Karla Friedrichs, and David Schlangen (2022). “Interactive and Cooperative Delivery of
Referring Expressions: A Comparison of Three Algorithms”. In: Proceedings of the 26th Work-
shop on the Semantics and Pragmatics of Dialogue - Full Papers. Virtually and at Dublin, Ireland:
SEMDIAL.

Harnad, Stevan (1990). “The Symbol Grounding Problem”. In: Physica D 42, pp. 335–346.
Harris, Paul L. (2015). Trusting What You’re Told: How Children Learn from Others. Harvard, Mass.,

USA: Harvard University Press.
Heim, Irene (1983). “File Change Semantics and the Familiarity Theory of Definiteness”. In: Meaning,

Use and Interpretation of Language. Ed. by R. Bäuerle, Ch. Schwarze, and Arnim von Stechow.
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