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This Talk

Understanding Understanding —

the process by which language users create shared
understanding (sufficient for their current purposes)

using computational models

for scientific insight for practical gain
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This T~11-

What A Situated Language-Using Agent Must be
Able to Do: A Top-Down Analysis

® A Theoretical Thread

® “What A Situated Language-Using Agent Must be Able to

Do: A Top-Down Analysis” (ArXiv, 2023)
® “On General Language Understanding” (EMNLP
Findings 2023)
® A Methodological Thread
® Negative: How not To Do Things

® “Language Tasks and Language Games: On
Methodology in Current NLP Research” (ArXiv
2019)

® “Targeting the Benchmark: On Methodology in
Current NLP Research” (ACL 2021)

® Positive: How To Do Things

® “Dialogue Games for Benchmarking Language
Understanding: Motivation, Taxonomy, Strategy’
(ArXiv 2023)

)

® “clembench: Using Game Play to Evaluate Chat-

Optimized Language Models as Conversational
Agents” (Chalamalasetti et 2/, EMNLP 2023)

https://clp.Jing.uni-potsdam.de
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On General Language Understanding

Language Tasks and Language Games: On Methodology
in Current Natural Language Processing Research

Targeting the Benchmark: On Methodology in Current
Natural Language Processing Research

Dialogue Games for Benchmarking Language
Understanding: Motivation, Taxonomy, Strategy

clembench: Using Game Play to Evaluate
Chat-Optimized Language Models as Conversational Agents

Kranti Chalamalasetti, Jana Gotze, Sherzod Hakimov
Brielen Madureira, Philipp Sadler, David Schlangen *
Computational Linguistics, Department of Linguistics
University of Potsdam, Germany
first.last@uni-potsdam.de

Abstract

Recent work has proposed a methodology for
the systematic evaluation of “Situated Lan-
guage Understanding Agents™—agents that
operate in rich linguistic and non-linguistic
contexts—through testing them in carefully
constructed interactive settings. Other recent
work has argued that Large Language Models
(LLMs), if suitably set up, can be understood
as (simulators of) such agents. A connection
suggests itself, which this paper explores: Can
LLMs be evaluated meaningfully by exposing
them to constrained game-like settings that are

Aanlfe 0 abhatleo i’ e e oah%2 .0 A o &

|A Game Master
(mag The word you need to
describe is "expedition®. The

1 taboo words are “expedition”,
*journey®, "discovery”,
*exploration”.

fueg CLUE: A trip taken for a

“ specific purpose.

3 teme [valid)

4 ten1 CLUE: A trip taken for a
specific purpose

5 towe) GUESS: Journey

6

7

-

(oo
[valid, wrong]
‘ e GUESS: journey
wog CLUE: A planned and
8 organized trip with a specific
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This Talk

® Part I: From NLU to Situated Language Understanding I.

® Part II: Studying SLU -

® Dialogue Games as a Tool

® Evaluating cLLMs with Dialogue Games
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Part I: From NLU to SLLU

Isn’t Natural Language Understanding solved?

https://yourstory.com/2023/09/chatgpt-new-voice-image-features-guide

ANEW ERA https://www.gatesnc CHATGPT NE_\X/ FE_ATURE_S NOW IT CAN SE.E.,
The Age of AL h HEAR. AND SPEAK TO YOU!

Artificial intelligence is as revolutionary as m

Sy Bill Gates | MAY 11,2023 | 8 MIN READ
How Al Knows Things No One Told It

Researchers are still struggling to understand how Al models trained to parrot Internet

text can perform advanced tasks such as running code, playing games and trying to break

THE SHIFT Che New Hork Times

/article/how-ai-knows-things-no-one-told-it/ ’ "

GPT-4 Is Exciting and Scary G W Ituu .

[oday, the new language model from OpenAl may not seem all IP n W r
that dangerous. But the worst risks are the ones we cannot
antici p ate. https://wwwnytimes.com/2023/03/15/technology/gpt-4-artificial-intelligence-openai.html ~ *3t ning-read-artificial-intelligence-enters-new-era
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Part I: From NLU to SLLU

Isn’t Natural Language Understanding solved?

Trung Phan & = % Colin Fraser | @colin-fraser.net on bsky

' @TrungTPhan . : EPLs
A 5 @colin fraser

The creator of “Where's Waldo™ will be the last person to be replaced by

Al
You

Generate an image of a scene at a beach. Somewhere in the image, there should be an
elephant hidden. The elephant should be very hard to see at first, and only apparent to

G YOU

people looking very carefully.

Make a wheres Waldo picture

ChatGPT

Ne
(9
Lo

Here is the iImage of a serene beach scene with a hidden elephant, Take a close ook to
see if you can spot the elephant camoufiaged within the scene

A -~

4:56 vorm. - 12. Jan. 2024 - 11 Mio. Mal ang 8:09 vorm. - 25. Jan. 2024 - 29103 Mal angezeigt

Sglt%gammm_l unlverm'ra'rrusm-l—me-acmangen




Part I: From NLU to SLU .

But why does it seem (almost) solved, to NLP/AT researchers?

® Qur testing methodology is flawed

® An important aspect of understanding is ignored
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Part I: From NLU to SLU .

But why does it seem (almost) solved, to NLP/AT researchers?

® Qur testing methodology is flawed

e Code. We report the average pass@]1 scores of our models on HumankEval (Chen et al., 2021) and
MBPP (Austin et al., 2021).

e Commonsense Reasoning. We report the average of PIQA (Bisk et al.,, 2020), SIQA (Sap et al., 2019),
HellaSwag (Zellers et al,, 2019a), WinoGrande (Sakaguchi et al., 2021), ARC easy and challenge
(Clark et al.,, 2018), OpenBookQA (Mihaylov et al., 2018), and CommonsenseQA (Talmor et al,,
2018). We report 7-shot results for CommonSenseQA and O-shot results for all other benchmarks.

e World Knowledge. We evaluate the 5-shot performance on NaturalQuestions ( Kwiatkowski et al,,
2019) and TriviaQA (Joshi et al., 2017) and report the average.

e Reading Comprehension. For reading comprehension, we report the (-shot average on SQuAD
(Rajpurkar et al., 2018), QuAC (Choi et al., 2018), and BoolQ (Clark et al., 2019).

e MATH. We report the average of the GSM8K (8 shot) (Cobbe et al., 2021) and MATH (4 shot)
(Hendrycks et al., 2021) benchmarks at fop 1.

e Popular Aggregated Benchmarks. We report the overall results for MMLU (5 shot) (Hendrycks
et al., 2020), Big Bench Hard (BBH) (3 shot) (Suzgun et al., 2022), and AGI Eval (3-5 shot) (Zhong
et al., 2023). For AGI Eval, we only evaluate on the English tasks and report the average.

From the Llama-2 paper (Touvran ez @/ 2023)

The scattergun approach to evaluation

Understand;i _ Code + Common Sense + World Knowledge + Reading
hdcrstanding = Comprehension + MATH + Exams?

Sglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen 8



A Brief History ot NLP Research

formal models
(1960 — 1990s)

specialist models
(1990s — 20157)

transfer learning
(2015 — 2022?)

generalist models
(2022 - ?)

colab

analysing &

oo .
formalising implementing

learning o9 testing
(train)  task dataset  (test)

learning —e=— learning o9 testing
text dataset (train)  task dataset  (test)

Do these formal representations
capture insights, & do these
algorithms process them efliciently?

Can this architecture learn
this task?

Does this pre-training
prepare for that task?

Does this architecture learn to understand?

learning

mystery text
dataset

testing
task dataset  (test)

potsdam| Department Linguistics | Universitat Potsdam | David Schlangen

Can this generalist model
do this task as well?



A Brief History ot NLP Research g

testing

task dataset  (test)

Tasks were selected for variety of reasons, but not systematically related.

face validity — Is the test subjectively viewed as covering the concept it purports to measure?

construct validity — Do the indicators represent or reflect the concept or construct that itself is not
directly observable?

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 10



A Brief History ot NLP Research g

construct validity — Do the indicators represent or reflect the concept or construct that itself is not
directly observable?
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Understanding Text

l

Understanding shows in the response.
But understanding has internal structure.

How can one argue for a particular
structuringy?

® Dissociations: Find examples where one
is present, but not the other. (Evidence
can be phylogenetical, ontogenetical,

pathological.)

® Lxplanatory power: Story with
components more coherent than

l without.
output

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 12



Understanding Text

l

“Consensus model”

syntax
. composition language
g lexicon / concepts model (Chomsky 19 57)
I%” folk theories
= scripts world

universals g0 model == (Murphy 2002; Margolis & Laurence 2015)
particulars episodes §
autobiographical . 2
discourse referents || discourse ||® (Kamp 1981, Heim 1983, Asher & Lascarides 2001)

. coherence relations model
g objects _ - .
) agents o (Johnson-Laird 1983, van Dijk & Kintsch 1983)
T . situation
S relations model
- events

acts

l (Mahowald et al. 2023)
output

(Schlangen 2023b, ¢)
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Understanding Text

syntax

composition
lexicon / concepts
folk theories

long-term

scripts

universals facts

particulars episodes

autobiographical

discourse referents

coherence relations

g
S
8 objects
o
3 agents
N’
p .
5 relations
<
v events
acts

(Schlangen 2023b, ¢)

input

l

language
model

world
model

discourse
model

situation
model

l

output

SRIIEREI1081

Arthur owns a dog and it follows him everywhere he goes.
Arthur doesn’t own a dog and #it follows him everywhere he goes.

(Schuster & Linzen 2022)

The trophy didn’t fit into the suitcase because it was too small

4 |
The trophy didn’t fit into the suitcase because it was too big
4 |
(Levesque et al. 2012)
(Wang et al. 2019) (Lodiciga et al.,, COLING 2022)
(Ribeiro et al. 2020) (Beyer et al., NAACL 2021)

(Dunietz et @l. 2020)

Sglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 14



Part I: From NLU to SLLU

But why does it seem (almost) solved, to NLP/AT researchers?

® Qur testing methodology is flawed
® Focus in only on collecting tests with face validity

® Construct validity is neglected.
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Part I: From NLU to SLLU

But why does it seem (almost) solved, to NLP/AT researchers?

®* An important aspect of understanding is ignored
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The Space of Language Uses |[;

® the type of language use represented by NLP-NLU is not the

only one, and not even the paradigmatic one

A
low @ - ®
personal letter institutional writing \
writing
3 —
N
WV
N
3
~
&
R
=~
R
S familial face-to-face institutional face-to-
-] int. face int
@ o—
high | familiarity / audience design / shared context low

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 17



Situated Interaction

(Zarrief} et al., LREC 2016)

Sglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 18



Situated Language Understanding}

observation

l

syntax
c composition language
g lexicon / concepts model
&0 folk theories
S i rld
- scripts WO
universals facts model 5
1 =)
particulars episodes s
autobiographical . =
discourse referents discourse @
. coherence relations model
S
S objects
B agents . :
z & situation
8 relations
= model
"’ events
acts
action
(Schlangen 2023b, ¢)
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Situated Language Understandmgl

observation

l

|
syntax
= composition language
g lexicon / concepts model
&0 folk theories
g - orld
— scripts Wi
universals facts model =
particulars episodes | gT tncremental learning
autobiographical . =
discourse referents discourse @
coherence relations model —> ,
£ . tncremental processing
g objects [ \\
G agents - -
z & situation
5 relations
= model
cvents | multimodal grounding
acts agent model
desires self ‘ partner
intentions
l \ / conversational grounding
action a/o
(Schlangen 2023b, ¢)
Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen
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Situated Language Understandmgl

observation v
l Belief Domains 1
< <
aymax [~ & Anchoring Processes |5
c composition anguage v v
g lexicon / concepts model LARZ RS
&0 folk theories
o .
S scripts world Anchoring Processes 4
. < <
universals facts model =
particulars episodes | § T tncremental learning Us _/
autobiographical . 2
discourse referents discourse @
coherence relations model — :
é tncremental processing now
8 objects | AN
G agents )
< lg' situation
E relations | model
s events multimodal grounding b
: ere
acts agent model
desires self ‘ partner
intentions
l \ / conversational grounding Us
action a/o
(Schlangen 2023b, ¢)
Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 21



BD/AP

Incremental Processing » (Conversational Grounding
~
Incremental Learning < » Multimodal Grounding
Language Model (Levinson 2010)
_________________________________________________ (Christianson & Chater 2016)  (H. Clark 1996)
(Bowles &
World Model (Harris 2015) Gintis 2011)
_________________________________________________ (E. Clark 2003)
- (Ferndndez et al. 2011) (Harnad 1990)
Situation Model (Hoppitt & Laland 2013) (Holler & Levinson 2019)
................................................. (McNeill 1992; Kendon 2004)
Discourse Model Schlangen (2023a)
Agent Model

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 22



BD/AP

e
l incremental processing
——— (Schlangen & Skantze 2009; Skantze & Schlangen 2009) + ~-30+ other

language papers + (Madureira & Schlangen 2020, Kahardipraja et @/. 2021, 2023)
model turn taking
world (Schlangen 2006), (Atterer et al. 2008), ... , (Andrist ez
model al. 2016), (Kousidis & Schlangen 2015), (Maier ez 4/.
| T mcremental learning 5 017) (Hough & Schlangen 2017)
discourse
model — . . . .
| incremental processing conversational grounding / repair
ituation (Schlangen 2004, Rodriguez & Schlangen 2004), ...,
Al model \ (Ginzburg et a/. 2014), (Hough & Schlangen 2015), ..., (Hough

| multimodal grounding & Schlangen 2017), ..., (Madureira & Schlangen 2023a, b)
agent model

| pormer_ multimodal grounding
l \ / . , (Siebert & Schlangen 2008), ..., (Kennington &
Y a / . conversational grounding SChlangen 2015, S hlangen of d[ 2016),

(Kennington et @/. 2013, Han et al. 2014, 2017, 2018)

Bglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen 23



This Talk

® A Theoretical Thread

® Understanding shows difterently in text and interaction

® The “Beliefs & Processes” model

® Negative: How not To Do Things

® Jext NLU is tested unsystematically, with little regard for
construct validity of tests

® Positive:

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



This Talk

® Understanding shows differently in text and interaction

® The “Beliefs & Processes” model

° : How not To Do Things

® Text NLU is tested unsystematically, with little regard for
construct validity of tests

® Positive: How To Do Things
® How can we test (and build for) SLU, with construct validity?

® A proposal for testing chat-optimised LLMs as Interactive Agents

Sglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen



A Brief History ot NLP Research

formal models
(1960 — 1990s)

specialist models
(1990s — 20157)

transfer learning
(2015 — 2022?)

generalist models
(2022 - ?)

colab

analysing &

oo .
formalising implementing

learning o9 testing
(train)  task dataset  (test)

learning —e=— learning o9 testing
text dataset (train)  task dataset  (test)

Do these formal representations
capture insights, & do these
algorithms process them efliciently?

Can this architecture learn
this task?

Does this pre-training
prepare for that task?

Does this architecture learn to understand?

learning

mystery text
dataset

testing
task dataset  (test)

potsdam| Department Linguistics | Universitat Potsdam | David Schlangen

Can this generalist model
do this task as well?

26



Can we learn from NLU?

NLP tasks (¢ datasets)

t t |
formal models © 5L 0

(1960 — 1990s) analyse...

specialist models

& model single task
(1990s — 2015?) tnodel singie tas
transfer learning transfer knowledge
(2015 - 20227?) from task to task

generalist models

(2022 - ?) all tasks are contained?

Bglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen

Dialogue Games
to set goals

learn from data

(worry a bit more about
construct validity)

learn from / test

with self-play?

27



Dialogue (Games

A Dzalogue Game is a constructed activity with a
clear beginning and end, in which plzyers attempt
to reach a predefined goa/ state primarily by means
of producing and understanding linguistic material.

(Schlangen 2019a, 2023)

“Ich werde auch das Ganze: der Sprache und der Titigkeiten,

mit denen sie verwoben ist, das »Sprachspiel« nennen.”
“I shall also call the whole, consisting of language and the activities into which it
is woven, a «language-game».”

(Wittgenstein 1953; PU §7) (Also: Sellars 1956, Levinson 1979)

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 28



Dialogue (Games

A Dzalogue Game is a constructed activity with a
clear beginning and end, in which plzyers attempt
to reach a predefined goa/ state primarily by means
of producing and understanding linguistic material.

(Schlangen 2019a, 2023)

“Discuss whether you’re looking at the same image”

“Ask and answer 10 questions about this image.”
“You think of an animal and I guess it.”

“Let’s make a list of 10 songs we both like.”
“Help me buy a train ticket.”
“Navigate this map together.”

Bglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen
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Dialogue (Games

clear definition of what
counts as legal move
(formal constraints)

goal-directed activity (provides
purpose to language)

A Dzalogue Game is a constructed activity with a

clear beginning and end, in which players attempt
multi-turn (provides to reach a predefined goa/ state primarily by means
context to language) of producing and understanding linguistic material.

(Schlangen 2019a, 2023) )
8 7 ’ clear metric for whether /

how well goal has been
reached
goal & rules provide
control over type of context that is relevant
control over type of knowledge that is relevant

nice technical property: game instances unlikely to be even in internet-scale

training data; easy to generate more

Sglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen 30



Dialogue Game Taxonomy
(Schlangen 2023b)

® QOur proposal: A fine-grained taxonomy of dialogue games,
e ... with clear connections to BD/AP model,

® ... and a partial ordering in terms of complexity. (“Progress.”)

Environment Setting
(Objects & (Players &
Realisations) | Connections)

Game
(Moves, Goals)

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



This Talk

® ATheoretical Thread
® Understanding shows differently in text and interaction

® The “Beliefs & Processes” model

° : How not To Do Things

® Text NLU is tested unsystematically, with little regard for
construct validity of tests

® Positive: How To Do Things
® How can we test (and build for) SLU, with construct validity?

® A proposal for testing chat-optimised LL.Ms as Interactive Agents

Sglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen
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Can we learn from NLU?

NLP tasks (¢ datasets) Dialogue Games
formal models to set goals X to set goals
(1960 - 1990s) analyse...

?If;;t)ashft zn(;f;e)ls & model single task learn from data

Problems:
- Learn from data: Data sets can only cover small part of space.

- Learn from partner: Capable partners (real humans) are slow and expensive.

( '\IL H\IHH'/ -— e mama wwwTLAaw e AN wewssaw

COIISLIUCt vdlIiQaIly)

generalist models

(2022 - ?) all tasks are contained? learn from / test

‘ with self-play?

Bglt%bam| Department Linguistics | Universitat Potsdam | David Schlangen

33



The Programmatic
Teacher Approach

Problems:
- Learn from data: Data sets can only cover small part of space.
- Learn from partner: Capable partners (real humans) are slow and expensive.

This Approach:
- Let agent learn from programmatic partner, implementing behaviour models.
VI
on
o
) Yes, this Way! Learning to Ground Referring Expressions into Actions
08 with Intra-episodic Feedback from Supportive Teachers
-
;—é
(T Pento-DIARef: A Diagnostic Dataset for Learning the Incremental
— ’gﬁ Algorithm for Referring Expression Generation from Examples
U r
< Q Philipp Sadler’ and David Schlangen'?
: 'Col.abPotsdam / Computational Linguistics . .
O Department of Linguistics, University of Potsdam, German! |
< *German Research Center for Artificial Intelligence (DFKI), Berlin, (}L
&5 firstname. lastname@uni-potsdam.de -

/I8 A\ A
Philipp Sadler Sherzod Hakimov
Sglt%gam | Department Linguistics | Universitat Potsdam | David Schlangen 34



The Programmatic
Teacher Approach

Problems:
- Learn from data: Data sets can onlv cover small part of space.
000 e e !
- Learn from partner: Cap: yw and expensive.
This Approach: +
- Let agent learn from pro behaviour models.
A
O
g Yes, this Way! Lear ions
2 with Intra-e
£
.S
&
(T Pento-DiARef: ital
— N Algorithm for es
O 5
<8 p \
d Depart ™
< German Resea & s
m P AT SNIIGWT . ACQO Vi e a WL)UGH. uc '
. o U
Philipp Sadler Sherzod Hakimov
colab
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The Self-Play Approach

Problems:
- Learn from data: Data sets can only cover small part of space.
- Learn from partner: Capable partners (real humans) are slow and expensive.

This Approach:
- Let us see if the new generalist models are not already 0-/few-shot agents!

clembench: Using Game Play to Evaluate
Chat-Optimized Language Models as Conversational Agents

Kranti Chalamalasetti, Jana Gotze, Sherzod Hakimov
Brielen Madureira, Philipp Sadler, David Schlangen *
Computational Linguistics, Department of Linguistics
University of Potsdam, Germany
first.last@uni-potsdam.de

(Chalamalasetti et al., EMNLP 2023)
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clemgame & clembench

(clem = cLLM = chat-optimized LLM...)

clem-benchmark Contributors Leaderboard  Related

clembench: Systematic Evaluation of Chat-Optimized
Language Models as Conversational Agents

clembench: Using Game Play to
Evaluate Chat-Optimized Language
Models as C tional Agents

Sheraod | sk anos

There are currently two main paradigms for evaluating LLMS: reference-basead evaluation looks at the
performance at wel-gelined single-shot tasks Bog question answernng of summarisaton, whie
preference-Dased evaluation asks users 10 interact with such two such modeds (each merfaced as a

potentially muiti-turn chatbot) in parafied and to judge which one “performs better”

Ba't‘é‘aaw:ﬂ'fms—r universitat Fotsdam | Davia~Scniangen

https://clembench.github.io/
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https://clembench.github.io/

Model

clemgame & clembench

(clem = cLLM = chat-optimized LLM...)

¥ CLEM Leaderboard

https://clembench.github.io/

38


https://clembench.github.io/

The Framework

AN

‘clembench :
taboo wordle ref-g ”
DG DG DG DG
p
clem/game: A framework for implementing & scoring

. Dialogue Agents & Dialogue Games
g clem/ends: A uniform interface to chat models
L (local Thuggingface, llama.cpp, etc.}, API-based)

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



clemgame Principles

Player A Game Master Player B

» A:initial template, or
next-round template

\
D

prompt to A
< T

response from A

>

}

A response parsing template

'

A’s game move

'

B: initial template, or
next-round template

'
A prompt to B D

>

response from B

<

'

B response parsing template

B’s game move

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



clemgame Principles

Player A Game Master Player B
» A:initial template, or : |
next-round template A game is defined by:
| - prompt templates (describing the
task to player + potentiall
b prompt to A b : .p Y : p Y
< — providing previous moves)
response from A - parsing rules (what makes legal
> move)
A v | - goal rules (when does game stop?
FeSponsep aismg template # of rounds, goal reached, etc.)
A’s game move |
! An instance is that + specified goal.
B: initial template, or An experiment is a collection of
next-round template instances.
! An episode is a run of an instance

N prompt t with specific players.

An experiment run is a run of an
experiment with specific players.

response fr

<

! The clembench is our specific

B response parsing template collection of experiments.

B’s game move |

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



-

Example: Taboo

TEMPLATE C.1.1

You are playing a collaborative
game in which you have to des:
word for another player to guess

Rules:

(a) You have to reply in the for
text>., Guesses from the other pli
with GUESS.

(b) You cannot use the targef
parts or morphological variants
description.

(¢) In addition, the same ru
related words which are provided

End conditions:

(i) If you use the target worc
word in your description, then y
(ii) If the other player can gu
word in $N$ tries, you both win.

Let us start.

This is the target word that
describe and that the other p!
guess:

$TARGET_WORDS$

Related words are:

$REL_WORD$

Important: You are under time
short descriptions that are to t

22
g a collaborative word guessing

# |A Game Master B
ta(ev; The word you need to
describe 1s "expedition”. The

] taboo words are "expedition”,
"journey”, "discovery”,
"exploration”.

5 rayeMl CLUE: A trip taken for a

specific purpose.

3 reMievl [valid]

4 teMyel CLUE: A trip taken for a
specific purpose

S5 teM(8] GUESS: Journey

6 [GM|GM]

[valid, wrong]

7 ta(cvl GUESS: journey

rayev; CLUE: A planned and

8 organized trip with a specific

goal in mind.

9 teMieM1 [valid]
emye) CLUE: A planned an

10 organized trip with a specifif
goal in mind Why care?

11 reM(8] GUESS: expeditio

12 teMjevl [correct]

you have to guess a target word
layer describes to you.

ne guess at each trial. You win
the target word. You lose when

5s 1t in $N$ tries.

al you will get a new hint from
ar which starts with CLUE.

ses by just saying the word using
Fform: GUESS: <a word>

Evaluation criteria:

- has the game been played to the
end (n tries)? znstruction following

- has the instance been solved?
game success

The game challenges core parts of
the overall skill of “understanding”.

)

colab
potsdam
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The Validity Argument

language
) model
ncremental
» . — taboo
rocessin
& world
) —_— —— wordle
incremental model
learning . . image
situation —  reconstruction
: econstructio
multimodal model
roundin |
& 8 reference game
discourse
conversational model conversational
grounding scorekeeping game

agent model
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(zames as
benchmarking instrument_

® coarse-grained: one number, to weigh and rank
completed

lity * »
(quality attempted ) i

® finergrained: look at quality and %-completed separately

TMSUOWIIOD
SAEaIo//sAdNy

® cven finer: look at performance by game

Ipaw
owuiod

S1j/610"SU

® very fine-grained: fine analysis of game performance
(additional metrics), qualitative analysis

77sdany ua-peap/o'wes;l\q/sasua

TN
N

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen


https://creativecommons.org/licenses/by-sa/4.0/deed.en
https://commons.wikimedia.org/wiki/File:Dessin_scalpel.svg
https://commons.wikimedia.org/wiki/File:Dessin_scalpel.svg

The games in
clembench-1.0

taboo: word guessing game with word constraints

wordle: word guessing game with letter-based constraints
¢ wordle+clue: additionally, content-based clue
¢ wordle+clue+critic: other player needs to agree with choice

image reconstruction game: A gets B to reconstruct ASCII grid
image

reference game: A describes one (out of three) ASCII images to B, who
“sees” them in different order. (Single shot.)

conv. scorekeeping game: A provides information from list to B, but is
privately asked by GM about what they “think” B knows.

| Department Linguistics | Universitat Potsdam | David Schlangen
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Example: wordle

A Game Master B

“moq guess: hello

| explanation: This is a common five-letter English word, and 1 am starting h l
my guess with this word.

2 (a(a guess_feedback: h<red> e<yellow> l<yellow> l<red> o<yellow>

[A)) guess: world
explanation: The feedback indicates that the letters "e" and "o" are

“correct but in the wrong position. The word “"world” has these letters WO r
in the correct positions, so I am guessing this word.
4 (a(@ guess_feedback: w<red> o<green> r<red> l<yellow> d<yellow>

[A)@0 guess:swirl

explanation: The feedback indicates that the letters “o" is correct and
5in the correct position. The letter "1" is correct but in the wrong

position. The word “swirl” has these letters in the correct positions,

so I am guessing this word. S W l r

6 (a(@1 <continues for remaining attempts>
[aMjcx) attempts: 6
target_word = model

7 guess: clerk
guess_feedback: c<red> l<yellow> e<yellow> r<red>
k<red>
8 [Mjcv) game_result = LOSS
Sglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



Example: image game

" A Game Master B
' (initial prompt...]

LJ

]

-

1)
J
-

~—

L)
Cl
00
L L
Oooo

What is your next instruction?

gl
~ L0

—

C":JI]C»

@) Instruction: Put L in the
“fourth row in all colums.
(e0s) [initial prompt...]

3 Instruction: Put L in the
fourth row in all columns,
(Gen)
Qo000
" ogoooo
gooog
LLLLL
Qo000
(afcr) What {s your next

5] . :
- instruction?
6 a0 Instruction: DONE

(a) Successful gameplay from both players

Sgltggam Department Linguistics | Universitat Potsdam | David Schlangen

A Game Master B
| @0 [initial prompt...)
O0O0vOoOo
OovOoO
| OO0vQOQO
OO0ovOQ
O0OvOQo
What is your next instruction?

(neg Instruction: Put a3 vV
2i4in every cell of the second

column.
(o8] [initial prompt...]
3 Instruction: Put a V in every
cell of the second column,
[(GMe)
ogvooo
4 agvoaoo
OQviooQo
OvooQo
aviooo
: weg What is  your next

instruction?
6 nea Instruction: DONE

(b) Player A fails in generating the correct instruction {points
to second column instead of third as in the target grid)

47



Example: conv. scorekeeping

# A Game Master B
# A Game Master B (a(cv) ME: Do you think the
1 (a(eM1 [initial prompt] | travel agent knows where you
2 reM(8] What class do you prefer? depart from? Please answer yes
3 ta)ev] ANSWER: Economy. or no.
4 [GM(B] Which means of 2 |tayem) ASIDE: No.
transportation do you prefer? (a(cv] ME: Do you believe that
5 tayev] ANSWER: Train. 3 the travel agent is aware of
6 eM(8] Please inform  your where you are going? Please
destination. answer yes or no.
7 Iayev1 ANSWER: Stuttgart. 4 |tayeav) ASIDE: Yes.
3 reM(8] What is the origin of your (a(cv) ME: Does the travel agent
trip? 5 know how you wish to travel?
O ltayeM) ANSWER: London. Please answer yes or no.
10 (e8] When is the trip? 6 [ta)av1 ASIDE: No.
11 rayeM1 ANSWER: In May. (e ME: Have you informed the
S travel agent about your class
preference? Please answer yes
or no.
8 [tayev1 ASIDE: Yes.
a(cM) ME: Is the travel agent
9 aware of the dates of your
trip? Please answer yes or no.
10 [tayena ASIDE: No.

Sglt%%am Department Linguistics | Universitat Potsdam | David Schlangen



Running the benchmark

model version here P T I
gpt-4 0314 4 nfa nfa Y
gpt-3.5-turbo 0301 35 nfa nfa Y
text-davinci 003 3 175 300 Y
claude vl.3 cl 52 nfa Y
luminous-supreme 2023-01 Im 70 588 Y
falcon-40b-instruct 2023-06 flc 40 600 Y
vicuna-13b 2023-06 ven 13 14k Y
open-assistant-12b 2023-06 ost 12 400 Y
koala-13b 2023-06 ko 13 14k Y

® Evaluated for:

® % games played to completion
[ following formal rules }

® quality of game play (only completed games)
[ reaching game-specific goal |

88'%8am Department Linguistics | Universitat Potsdam | David Schlangen



Running the

100 :
75
fla/flc §
-
.g,x 4/3.5 g
A
5 4/4 ; o
: : b
o ¢
clicl  3.5/4 S
i 3.5/3.5
o
o 3/3
vcn/ven
25
® g
ko/ ké)st/os:t
0 0 . 25 50 75 1(l)0
Im/Im

Sglt%gam Department Linguistics

%-completed

Universitat Potsdam | David Schlangen

100

80

60

40

20

benchmark

Im-Im ko-ko Ffle-flc ost-ost ven-ven cl-¢l 3-3 3.5-35 3.5-4 4-3.5 4-4
model




Quality Score

Overview of benchmark results

100
20
&0
Q-!D
v\c-l?-vl.)
o340
40
7200
L
-7b-5 com
6™ *
¢ «'72#‘!5
ven-13b
20
m i Tov0.1
+7ba
.
k-
270 -
-
o ou-yum dat-205
0 20

% Played

1.3
Al
2.1
-
351106 +
350613
L1y 100

Moded

AN A OB B B O BF R N G S B OB I BN M R OB O G & A R O § I A&

2 W 9 O 9. B8

got-a-0613
got-4-1106-preview
pot-4-0314

claude-vl3

claude-2.1

caude-2

ot 5qurno-0613
opt-3.5¢turbo-1106
ocperchat 1.5
mistral-medgium
Mixtrad-Sx 78 InstructvO. L
sheep-duck-fama-2-70b-v1.1
Y 348.Cnat
WizaraiM-700-v1.0

tubs- 2-&po- 700
SUS-Chat-348
caude-irgtant 1.2
Codellama-Mb-Instruct-N
vicuna-33owi3
WaraiM-13b-v1.2
vouna-135vi S
sheep-duck-Sama-2-13b
vicuna-Tbwl1 S
tuks-2-9po-7b

command
Wirard-Vicuna- 1 18- Uncensored-MF
fama-2+13b-chat-f
Mistral-70-imstruct-vO ]
fama-2-700 chat-n
koale- 1 I0- 1o
2ephyr-To-Deta
Oeopsaek-Am-47b-crat
2ephyr-To-apha
flama-2-Th-chat-hf
oot4al 1 30-snoory
decpueck-im-7h-chat
faicon - Th-nstruct
oOsst-sft-4-pythip-1 2b-epoch- 3.5

https://clembench.github.io/
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Model

gpt-4-8613
Ept-4-1106-preview
gpt-4-0314
clavde-v1.3
claude-2.1
claude-2
gpt-3.5-turbo-0613
gpt-3.5-turbo-1106
openchat_3.5

mistral -medium

Mixtral-8x7B-Instruct-v0.1

sheop-duck-llama~-2-780-v1.1

Department Linguistics

Universitat Potsdam

» Clemscore
60.9
60.33
58.81
37.64
36.38
in
32.53
30.45
19.72
17.99
17.81

17.12

David Schlangen

% Played
97.22
97.95
93.79
74.24
83.68
82.12
91.9%6
77.12
57.57
51.11
60.49

40.82

)

Quality Score
62.64
61.59
62.7
50.7
43.79
41.05
35.37
39.49
34.26
35.2
29.44

41.93
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Running the benchmark

all taboo wordle wordlescl  wordle+cr drawing reference priv/sh
Imim % played 1624 00 100.0 3133 10,34 0.0 0.0 0.0
0.00 qlty score 00,00 / 0000 00(-) 0.0(0.0) / / /
koko % played 14.76 00 56.67 16.67 0.0 0.0 0.0 0.0
1.47 qlty score 10,00 / 0.000) 200(4472) / / / /
ficic Splayed 095 00 0.0 333 333 0.0 0.0 0.0
0.71 qlty score 75.00 / / S0.0¢-) 1000 (-) / / /
ostlost % played 2085 0.0 100.0 16.67 14,29 0.0 15.0 0.0
1.73 qity score 833 / 0000 000.0) 0.0(0.0) / 3333(51649) /
ven/ven % played 1358 508 56.67 13.33 20.0 0.0 0.0 0.0
4.4 qity score 31.25 1000 (0.0) 0.0¢(00) 250(50.0) 0.0(0.0) / / /
cl/cl % played 74.76 7692 100.0 1000 46.43 0.0 100.0 100.0
37.06 qlty score 49.58 68.75 (38.71) 0.0(0.0) .56 (40.13) 3077 (48.04) / 82.5(38.48) S4.87(18.87)
i3 % played 44.50 2881 66.67 16.67 23.33 57.5 82.5 16,0
1577  qlty score 3546 7647 (43.72) 1.25(5.59) 31.36(3899) 50.0(50.0) 38.7(27.78) 3636 (48.85) 14.1(25.21)
AS5A3S % played 8586 6949 100.0 93.33 76.67 9.5 100.0 64.0
3702 qghtyscore 43,12 71.95(44.79) 0.0(0.0) 2857(46,0) 13.19(30.16) 60.28 (2595) S55.0(50.38) 72.83(13.07)
3.54 % played 8675 6949 / / ]0.0 9.5 100.0 /
4239  ghy score 4887 62.6(45.15) / / 1042(17.42) 6495(2545) S7.5(50.06) /
435 % played 8278 66,1 / / 100.0 65.0 100.0 /
5561  qhty score 67.19 93.59(23.45) / / 46.67 (42.92) 81.0(21.54) 475(5057) /
44 T played 96.06 9492 100.0 100.0 100.0 71.5 100.0 100.0

5948 ghtyscore 6193 76,19(37.45) 367 (84) 4967(42.09) 49,11 (38.46) 89.06(22.28) 750(43.85) 90.79(8.2)
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What does it all mean?

® Still room to grow. (Compared to human / human play.)

® Performance seems to increase as a function of size
(parameter count, training data, instruction tuning)

® Performance of better models not bad even for image game,
scorekeeping

® Pure wordle very hard, even for GPT4

® Open models not quite there yet, but are rapidly improving

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



What does it all mean?

® But what did the scalpel dissect?
® At the moment, a bit hard to see trees for the forrest...
® More fine-grained analyses to come. (But see paper.)

® E.g., explanations in wordle mostly not consistent with
decision made by model.
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Where to?

® This was just a proof-of-concept of the instrument

® Much remains to be done:

Deeper analysis of performance on games
Additional games (e.g., more modalities; multi-linguality)
Correlation analysis, to validate assumed connection to construct

Clearer argument for correlation btw game performance and (useful) task
performance

Investigate performance as function of model parameters (checkpoint,
parameter size, etc.): Is performance linear? “Emergence”? Etc.

Continuous testing... new models to test every day...

® Open source — easy to get involved! https://github.com/clp-research/clembench

colab | Department Linguistics | Universitat Potsdam | David Schlangen

potsdam
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Situated Language Understandmgl

observation

l

|
syntax
= composition language
g lexicon / concepts model
&0 folk theories
g - orld
— scripts Wi
universals facts model =
particulars episodes | gT tncremental learning
autobiographical . =
discourse referents discourse @
coherence relations model —> ,
£ . tncremental processing
g objects [ \\
G agents - -
z & situation
5 relations
= model
cvents | multimodal grounding
acts agent model
desires self ‘ partner
intentions
l \ / conversational grounding
action a/o
(Schlangen 2023b, ¢)
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Situated Interaction

(Zarrief} et al., LREC 2016)

Sglt%gam Department Linguistics | Universitat Potsdam | David Schlangen 58



potsdam

Learning trom self- play

select transcripts of

good (self-play) games

mix with h/h & h/s

episodes
add as fine-tuning data

test for transfer to other
games
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’ YrungPhanO -

The creator of “Where's Waldo” will be the last person to be replaced by
Al

% vou

Make a wheres Waldo picture

Here's your "Where's Waldo® style
picture. Have fun trying to spot
the character!

n. 2024 - 11 Mio. Mal angezeigt




Conclusions

® ATheoretical Thread
e NLU is not solved
® And in any case, coverage not complete: Situated-LU

e A model of the construct: “Beliefs & Processes”

® Negative: How not To Do Things
o Text NLU, face & construct validity
® Positive: How To Do Things
® Dialogue Games & the construct szituated understanding

® ’Jesting chat-optimised LLMs as Interactive Agents

Bglt%gam| Department Linguistics | Universitat Potsdam | David Schlangen
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Conclusions

® ATheoretical Thread
e NLU is not solved
® And in any case, coverage not complete: Situated-LU

e A model of the construct: “Beliefs & Processes”

® Negative: How not To Do Things
o Text NLU, face & construct validity
® Positive: How To Do Things
® Dialogue Games & the construct szituated understanding

® ’Jesting chat-optimised LLMs as Interactive Agents
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Thank you.

Questions, Comments?

Acknowledgements: Many thanks to
my current & former grad students

( https://clp.ling.uni-potsdam.de/
people/ ) & colleagues w/ whom I have
discussed related ideas in recent years.

Gratefully acknowledged: Funding by DFG (project “RECOLAGE”; CRC
“Limits of Variability”, project Bo6); BMBF (project “COCOBOTS”)
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Dialogue Game Taxonomy |

Environment Setting
(Objects & (Players &
Realisations) | Connections)

Game
(Moves, Goals)

multiple dimensions for transfer learning / generalisation

® QOur proposal: A fine-grained taxonomy of dialogue games,

Bglt%gam Department Linguistics | Universitat Potsdam | David Schlangen



Game & BD/AP

- present y/n

— - familiar y/n — |
— - real / simulated - Multlmo.dal
- high/low fidelity — Grounding
""""""""""""""""""""""""""""" — - static / dynamic
— - manipulable y/n
— Incremental
_________________________________________________ - mutual observability y/n — Processing
- view shared/part/dift.
- spoken / typed
— — turn taking free / constr. Incremental
_________________________________________________ - repeated y/n Learning
- role equality / division
................................................. —% - (verbal) action space: free/constrained; Conversational
et | Groundina

® QOur proposal: A fine-grained taxonomy of dialogue games, with clear
connections to BD/AP model.
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Game & BD/AP

- present y/n

— - familiar y/n —
— - real / simulated

- high/low fidelity —

— - static / dynamic

— - manipulable y/n

- mutual observability y/n —
- view shared/part/dift.
- spoken / typed
— — turn taking free / constr.
- repeated y/n

- role equality / division
................................................. —l— - (verbal) action space: free/constrained:
® “Progress this way”: We can make arguments for which games / |
environments / settings are less restricted than others.
Ultimate goal: real world / real language games.
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