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Observation: Justifications use
theoretical language (from
psych., ling.), w/o theory.
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The Task / Dataset pair
drives our research,
perhaps more so than
the Models. It should get
appropriate attention.
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