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THIS IS 
DEAL
A BIG

Humanity is 
made out of 
conversation

• Conversation is how the individual 
enters society

• Conversation is how society enters 
the individual

• Conversation is how inviduals relate

• Conversation is how individuals make 
society

( p o t e n t i a l l y )
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This Talk

• Intro

• Part I: What is assertion’ ?

• Part II: Unnatural 
Interfaces for Unreal 
Speakers

• Part III: Theoretical & 
Computational Models / 
SAM & clem
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(Gardner, 1985)
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(Gardner, 1985)

This Community

10

Using the formal tools of 
philosophical logic to provide 
linguistic analyses of conversational 
phenomena, with an eye on the 
implementability in computational 
systems.

computational 
models

interactive systems

theoretical model

computational model

interactive system

?

?
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Our tools are useful for understanding the current situation

interactive systems = computational models * friction_coefficient

modelt guides investigation of modelc ; modelc provides learnability arguments
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The Puzzle
The puzzle: By now, interactions with AI-chatbots can very much feel like 
conversations. But at the same time, there is something weird about them. 
(Allegedly, pass Turing test, Jones & Bergen [2025])

Some responses:

• “No meaning”

• “meaning can’t be learned from linguistic form alone” (Bender & 
Koller 2020)

• “this isn’t meaning or understanding”, “synthetic text extruding 
machines”, “looks like communicative language, but without any 
intent or thinking mind behind it” (Bender & Hanna 2025, p. 30)

• “bullshit [= disregard for truth]”  (e.g., Liang et al. 2025, inter alia)

13
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The Puzzle
The puzzle: By now, interactions with AI-chatbots can very much feel like 
conversations. But at the same time, there is something weird about them. 
(Allegedly, pass Turing test, Jones & Bergen [2025])

The approach taken here:

• Rather than address unclear notions like “meaning” and 
“understanding” directly, look at the effectiveness of the machine 
utterances as speech acts.

• As example: assertion .  How does human assertion work; and does 
machine assertion ( assertion’ ) work the same way?

• Result: Chatbots are only able to produce loose talk.

14
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The Argument
assertion requires personhood

LLMs do not possess personhood

therefore, LLMs do not assert 

15

assertion requires personhood

LLMs assert

therefore, LLMs possess personhood 
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Bielefeld does not exist.

A
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I assert that p

A

I, person A, believe that p, and 
have good reasons to do so.

Justify your claim!

 p

susceptibility 
to challenge 
(Goldberg 2015)

direct knowledge

knowledge from testimony

epistemic 
buck-passing 
(Goldberg 2015)
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I assert that p

A

I, person A, believe that p, and 
have good reasons to do so.

Justify your claim!

commitment

Falsely entering a commitment 
(here: asserting something you 
do not have good reasons to 
believe) has consequences.

(What these are depends on 
context; can range from 
causing mild annoyance to 
loosing status to loosing 
freedom.)

If it cannot have consequences 
when broken, it’s not a 
commitment.
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I assert that p

A
Justify your claim!(Brandom 1994)   According to the model, to treat a performance as an 

assertion is to treat it as the undertaking or acknowledging of a certain 
kind of commitment—what will be called a doxastic', or 'assertional', 
commitment. 
To be doxastically committed is to have a certain social status. Doxastic 
commitments are normative, more specifically deontic, statuses. Such 
statuses are creatures of the practical attitudes of the members of a 
linguistic community—-they are instituted by practices governing the 
taking and treating of individuals as committed.

(Levinson 1983)   An assertion that p is a function from a context where 
the speaker S is not committed to p […] into a context in which S is 
committed to the justified true belief that p. 

(Williamson 2000)   (The warrant rule) One must: assert p only if one 
has warrant to assert p. 

(Goldberg 2015)   MMENA  It is mutually manifest to participants in a 
speech exchange that assertion has a robustly epistemic norm; that is, 
that one must: assert that p only if E(one, [p])
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The Argument
assertion requires personhood

LLMs do not possess personhood

therefore, LLMs do not assert 

21

commitment
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human person
embodied
- individually instantiated
- persistent, self-maintained
- perishable, irrecoverable
beliefs, desires, intentions
theoretical reason
practical reason
aesthetic sense
relational self-image

skills
traits, dispositions

“world view”
virtue

free
rights and obligations
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individual, able to make free use of their developed capabilities

(e.g., Quante 2012)
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human person LLM chatbot
embodied virtual
- individually instantiated type/token confusion
- persistent, self-maintained externally maintained
- perishable, irrecoverable recoverable, backupable
beliefs, desires, intentions can produce BDI expr.
theoretical reason “reasoning” models /
practical reason post-training
aesthetic sense
relational self-image

skills
traits, dispositions persona prompt

“world view”
virtue “alignment” training

free owned
rights and obligations /

or
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ni
sm

co
gn

iti
on

in
di

vi
du

al
 

ex
pr

es
sio

n
sp

ec
ie

s

ex
pe

rie
nt

ia
lly
 

ac
qu

ire
d

m
or

al
 

st
at

us

in
 v

ivo

in
 v

itr
o

individual, able to make free use of their developed capabilities

(e.g., Quante 2012)



colab
potsdam Department Linguistics Universität Potsdam David Schlangen 24

human person LLM chatbot
embodied virtual
- individually instantiated type/token confusion
- persistent, self-maintained externally maintained
- perishable, irrecoverable recoverable, backupable
beliefs, desires, intentions can produce BDI expr.
theoretical reason “reasoning” models /
practical reason post-training
aesthetic sense
relational self-image

skills
traits, dispositions persona prompt

“world view”
virtue “alignment” training

free owned
rights and obligations /

or
ga

ni
sm

co
gn

iti
on

in
di

vi
du

al
 

ex
pr

es
sio

n
sp

ec
ie

s

ex
pe

rie
nt

ia
lly
 

ac
qu

ire
d

m
or

al
 

st
at

us

in
 v

ivo

in
 v

itr
o

individual, able to make free use of their developed capabilities

(e.g., Quante 2012)

No matter how good the behavioural model, there is a remainder that 
separates the model from the modelled:  
The behaviour of a person is produced by an individual that has reasons 
to care for itself, and that hence is sanctionable.
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The Conclusion
assertion requires personhood

LLMs do not possess personhood

therefore, LLMs do not assert 

25

assertion: has doxastic effect, that comes with a justified 
entitlement grounded in the speaker’s commitment

assertion’: can have doxastic effect, which however the hearer isn’t 
entitled to, as the act does not have enforceable effect on speaker

The weirdness comes from the tension between the appearance of 
assertion, with vague awareness of it being assertion’.  
The model/reality clash.
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What’s the problem?

• Suggesting something is assertion when it is assertion’ is bad 
because it leaves people holding the buck when they don’t 
expect it; in effect, it dilutes the societal body of knowledge
• This can even be done on purpose and at scale by malicious actors.

• Suggesting personhood when there is none leaves people in 
danger of forming unreal relationships in place of real ones
• See recent reports of chatbots reinforcing suicidal ideations.

26
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What is being / can be done?

• Make more person-like:

• make models identifiable (“Claude”), and suffer 
consequences (“if Claude gives bad replies, I stop using it / 
it will be retrained”).
• Some semblance of accountability, but only in aggregate.

• make the chatbot a “legal person”.
• Legal personhood bottoms out in (natural) personal responsiblity (CEO, 

etc.), even if limited. No CEO seems to be willing to do that.

27
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What is being / can be done?
• Make nicer (pseudo-)person: “alignment” with “values”. More 

virtuous behaviour.  (Withhold information, disagree, end 
conversation, etc..)

• Does not address relational problem.

• Make challenges unnecessary, increase accuracy to 95+%

• Works only for trivia facts. In most domains, knowledge doesn’t work like 
that.

• Still only probabilistic connection. No guarantees.

• Explicitly pass the buck: add attribution to all claims.

• Asserted attribution just as unreliable as main claim.

28
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What is being / can be done?
• Make people understand difference between normal conversation and 

pseudo-conversation:
• “Trust the chatbot as much as you trust a conversation in a dream.”

• “This is improv theater. The actor on stage who you’re giving prompts to is playing 
someone who is talking to you.”

• Not: “ChatGPT can make errors.”

• Discharge commitments ASAP:
• “This is the correct solution” harms less in situations where the test follows soon. 
(E.g., verifiable domains; situated interactions.)

• Design for non-personhood. Anti-anthropomorphism / Artificialisation 
by design.

• (conversational) intelligence without implied personhood / without relationships

29
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The Fine Print
• MacFarlane (2010) distinguishes four types of accounts of assertion (attitudinal, 

common ground, commitment, constitutive rule); the argument here works at least 
with the last two.

• See (Butlin & Viebahn 2025) for an argument very much along these lines (“to be 
capable of assertion, and entity must […] be capable of being sanctioned”). But see 
(Williams & Bayne 2024) for an account that classifies chatbots as “proto-asserters”.

• The argument here is a spin-off of the one in my (Schlangen 2022; “norm participation 
grounds language”), which itself however has a larger scope. Roughly:

• Every mental activity (recognising, believing, saying) comes with an implicit 
assertion “this is good”, which appeals to public normative standards in ways that 
LLM activities do not (and cannot).

• The development of the argument here adds to that paper what could be 
summarised as “norm participation is grounded in mutually recognised 
personhood”.

30
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Part I: What we can do

• Our community can contribute 

• to the analysis of the situation

• to the attempts at mitigating it (if by criticising them)

31
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Our tools are useful for understanding the current situation

interactive systems = computational models * friction_coefficient

(Conversational) intelligence without 
implied personhood / without relationships

modelt guides investigation of modelc ; modelc provides learnability arguments
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New Research Questions
• What are anti-cues for personhood?

• on content level (e.g., avoid 1st person pronouns, use “this 
machine”; avoid psych verbs; etc.)

• on interaction level (e.g., no interruptions, unnatural 
sound signals (instead of breathing sounds etc.), voice 
quality

• on embodiment level (e.g., face, expressivity, etc.)

• … that can be implemented, while still enabling non-
annoying, non-rigid interactions?

35
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Our tools are useful for understanding the current situation

interactive systems = computational models * friction_coefficient

modelt guides investigation of modelc ; modelc provides learnability arguments
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This Talk
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Computational Models / 
SAM & clem
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theoretical model

computational model

interactive system

is implemented by computes predictions of
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This Talk
• Part III: Theoretical & 

Computational Models / 
SAM & clem
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theoretical model

computational model
is implemented by computes predictions of

“First they came for the representation building processes 
(statistical parsing), then they came for the representations 

(representation learning)… and it was kind of ok?”

guides evaluation of lends credence "om learnability to

theoretical model

computational model
guides training of

guides design of
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Part III: Background
• “theory” / model: SAM, the Situated Agent Model 
(Schlangen, arXiv 2023), (Schlangen, EMNLP 2023)

• evaluation targets: Dialogue Games 
(Schlangen, arXiv 2019), (Schlangen, arXiv 2023b)

• evaluation infrastructure: CLEM (bench / core / game) 
(Chalamalasetti et al., EMNLP 2023), (Hakimov et al., COLING 2025), 
(Hakimov et al., GEM^2 2025), (Jordan et al.,TSD 2025);  
https://clembench.github.io/  , https://github.com/clp-research/clemcore 

• “learning in interaction” infrastructure: playpen 
(Horst et al. forth. EMNLP 2025)

40

observations

systematisations / 
conceptualisations

theory / model stimulus

“humans can do this easily”

evaluation

https://clembench.github.io/
https://github.com/clp-research/clemcore


colab
potsdam Department Linguistics Universität Potsdam David Schlangen

Part III: Background
• “theory” / model: SAM, the Situated Agent Model 
(Schlangen, arXiv 2023), (Schlangen, EMNLP 2023)

• evaluation targets: Dialogue Games 
(Schlangen, arXiv 2019), (Schlangen, arXiv 2023b)

• evaluation infrastructure: CLEM (bench / core / game) 
(Chalamalasetti et al., EMNLP 2023), (Hakimov et al., COLING 2025), 
(Hakimov et al., GEM^2 2025), (Jordan et al.,TSD 2025);  
https://clembench.github.io/  , https://github.com/clp-research/clemcore 

• “learning in interaction” infrastructure: playpen 
(Horst et al. forth. EMNLP 2025)

41

https://clembench.github.io/
https://github.com/clp-research/clemcore
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The Situated Agent Model, 
SAM

world 
model

agent model

language 
model

discourse 
model

self partner

situation 
model

episodes

folk theories

scripts

facts

concepts / (lexicon)

universals

particulars

form

meaning

discourse referents

coherence relations

objects

relations

beliefs

desires

intentions

Belief Domains

processes, events

acts

Processes

multimodal grounding

incremental processing

incremental reasoning  
& learning

conversational grounding

[Us]

[now]

[here]

[us]

Anchoring

The Situation 

The agent finds itself in (or is a part of) a 
world…

• that is regular / in which induction 
works

• that provides sources of energy

• where entropy increases unless energy 
is expended

• that is populated with other agents 
(for advanced agents: that can be 
cooperated with)

which enables & motivates 

• learning to predict world / strive for 
coherence in representations

• striving for homeostatis; acquiring 
sources of energy

• aligning representations w/ other agents 
(if appropriate)

(Schlangen, arXiv 2023), (Schlangen, EMNLP 2023)
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SAM

43

world 
model

agent model

language 
model

discourse 
model

self partner

situation 
model

Belief Domains
to type time

Bielefeld ICE 10am
Bielefeld IC 3pm
Bremen ICE 11am

A: I want a connection to Bielefeld.

B: There are three connections to Bielefeld, ICE  
     and IC. Which type would you like?

A: ICE please. 
B: There is an ICE to Bremen at 11am.

B’s failure to use world / situation model.
B’s failure to use agent model / discourse model.
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SAM’s inspiration, 1
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language 
model

world 
model

agent model

situation 
model

discourse 
model

self partner

output

input

syntax
composition

lexicon / concepts
folk theories

scripts
facts

episodes

discourse referents
coherence relations

objects
agents

relations
events

acts

desires
intentions

universals
particulars

lo
ng
-te

rm
sh

or
t(e

r)-
te

rm

autobiographical

“Consensus model”

(Chomsky 1957)

(Murphy 2002; Margolis & Laurence 2015)

(Kamp 1981, Heim 1983, Asher & Lascarides 2001)

(Johnson-Laird 1983, van Dijk & Kintsch 1983)

 
(Bratman 1987, Cohen et al. 1990, Clark 1996) 
 
 
(Mahowald et al. 2023)

inference

(Schlangen 2023b, c)
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Language Model

World Model

Situation Model

Discourse Model

Agent Model

Incremental Processing Conversational Grounding

Incremental Learning Multimodal Grounding

(Holler & Levinson 2019)

(H. Clark 1996)

(Harnad 1990)

(Harris 2015) 
(E. Clark 2003)

(Levinson 2010)

(McNeill 1992; Kendon 2004)

(Fernández et al. 2011)

(Bowles & 
Gintis 2011)

(Hoppitt & Laland 2013)

Schlangen (2023a)

(Christianson & Chater 2016)

SAM’s inspiration, 2
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Dialogue Games

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

46

“Ich werde auch das Ganze: der Sprache und der Tätigkeiten, 
mit denen sie verwoben ist, das »Sprachspiel« nennen.” 
“I shall also call the whole, consisting of language and the activities into which it 
is woven, a «language-game».”    
(Wittgenstein 1953; PU §7) (Also: Sellars 1956, Levinson 1979)
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Dialogue Games

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

47

“Discuss whether you’re looking at the same image”

“Ask and answer 10 questions about this image.”
“You think of an animal and I guess it.”

“Let’s make a list of 10 songs we both like.”
“Help me buy a train ticket.”

“Navigate this map together.”
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Dialogue Games

A Dialogue Game is a constructed activity with a 
clear beginning and end, in which players attempt 
to reach a predefined goal state primarily by means 
of producing and understanding linguistic material. 
(Schlangen 2019a, 2023)

48

goal-directed activity (provides 
purpose to language)

multi-turn (provides 
context to language)

clear definition of what 
counts as legal move  
(formal constraints)

clear metric for whether / 
how well goal has been 
reached

goal & rules provide  
control over type of context that is relevant 
control over type of knowledge that is relevant

nice technical property: game instances unlikely to be even in internet-scale 
training data; easy to generate more

game success depends on 
communicative success
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clemcore

51

• (Chalamalasetti et al., EMNLP 2023)

• Central idea: Programmatic Game Master sets up and runs 
game. Explains task, asks players for their actions, checks 
validity and possibly reprompts, updates game state, provides 
final score.

A B

act onobserve act 
onob

ser
ve

refer to re
fer

 to

world
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clemcore

52

A B
refer to re

fer
 to

world

LLM LLM
GM

observ
e / act on ob

se
rv

e 
/ 

ac
t 

on

• (Chalamalasetti et al., EMNLP 2023)

• Central idea: Programmatic Game Master sets up and runs 
game. Explains task, asks players for their actions, checks 
validity and possibly reprompts, updates game state, provides 
final score.
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clemgames: 
Universalist Game Playing Agents
• Initial prompts:

• GM to A: “We will play a game. I will tell you a word, and two related 
words. Your task is to describe the meaning of the word, without using 
it or the related words. I will pass your description on to your partner, 
who will make a guess. Afterwards, I will pass on the guess to you, and 
you can describe again. Let’s start. The word is $WORD. What is your 
description? Start with “Description:”, and do not produce anything 
else.

• GM to B: “We will play a game. I will gave your partner a word, and 
two related words. The task of your partner was to describe the 
meaning of the word, without using it or the related words. You will 
now make a guess as to what this word was, based on the description. 
The description is: $DESCRIPTION. What is your guess? Start with 
“Guess:”, and do not produce anything else.”

53
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Example: image game

54
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Example: wordle

55

hello

world

swirl
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Example: MapWorld

56

gpt-4o-2024-05-13idefics-80b

Explore all rooms on a map, stop when you’re done.
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Games currently 
in clembench

57

game description st/mt modalities

wordle guesses, mastermind-like feedback m text

taboo describe concept w/o certain words, guess m text

reference A refers, B picks out s text, img

image reconstr. A instructs, B executes m text

private shared A interviews B, GM asks about information status (“ToM”) m text

codenames A forms ad-hoc concepts for B to recognise m text

20 questions A guesses concept, based on polar qs to B m text

same or diff img A and B get image, discuss if same or different m text, img

map navigation navigate map, rooms described or shown m text, img

text adventure pick up objects and move them elsewhere m text

I spy A picks object visible in scene (AI2THOR), B asks & guesses m img



colab
potsdam Department Linguistics Universität Potsdam David Schlangen

Games currently 
in clembench
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game

wordle

taboo

reference

image reconstr.

private shared

codenames

20 questions

same or diff img

map navigation

text adventure

I spy

• focus is on situation model, drawing to various 
extends on other belief domains (world / 
language model) 
makes evaluation easier: is end state the correct situation 
model (= guessed word, drawn image, decision made)

• describing the situation / understanding the 
description and acting on it

• asking about the situation / answering

• incremental reasoning to combine clues over 
turns

E.g., wordle and 20 questions put artificial 
constraints on questions and answers; taboo puts 
constraints on description.



human performance: 87
     o1: 73

https://clembench.github.io/leaderboard.html

https://clembench.github.io/leaderboard.html


v0.9, June — October 2023

GPT-4 
is here
(and will 
stay there)

You  are   here 
(human expert performance)

There’s GPT-4, and not much else.

https://clembench.github.io/
colab 

potsdamuniversity of potsdam



v1.0, November 2023 — March 2024

It’s getting more crowded. Claude 2 makes gains. 
Open-weight models enter the mid-field.

GPT-4 
is here
(and will 
stay there)

You  are   here 
(human expert performance)

https://clembench.github.io/
colab 

potsdamuniversity of potsdam



GPT-4 
is here
(and will 
stay there)

You  are   here 
(human expert performance)

v1.5, April 2024

Claude 3 gets closer to GPT-4. Smaller models 
make gains.

https://clembench.github.io/
colab 

potsdamuniversity of potsdam

claude-3 
(-20240229)



GPT-4 
is here
(and will 
stay there)

You  are   here 
(human expert performance)

v1.6, May 2024 — July 2024

It’s getting very crowded. GPT-4 isn’t lonely 
anymore — LLama3.1-405B & Mistral 3.1 join. 
8B is the new 70B.

https://clembench.github.io/
colab 

potsdamuniversity of potsdam

!
baaa!



You  are   here 
(human expert performance)

v2, May 2025

The baseline has shifted. Top models very near to 
each other. 
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some findings
• bigger is better

• better training is better

• reasoning is better

• these models may have seen similar kind of synthetic data?

• wordle still hard, even for the best models

• smaller models struggle particularly with formatting instructions

• all models, except the biggest ones, are inconsistent: sometimes formatting 
still fails — interaction with game instance?

• ranking over models correlates highly with chatbot arena

65
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some findings
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some findings
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some findings
• let each game 

induce a ranking 
over models (via 
their performance)

• resulting 
rankings 
alltogether 
correlate medium 
well 
(Kendall’s W: 
0.65)
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ongoing work

• detailed analysis / annotation of resulting dialogues, compare 
with human/human gameplay

• more precise tests of links between claimed capabilities 
(SAM) and game results

69
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clembench

Learning in Interaction

70

clem/backends: A uniform interface to chat models 
(local [huggingface, llama.cpp, etc.], API-based)

clemcore: A framework for implementing & scoring Dialogue 
Agents & Dialogue Games

taboo  
DG

wordle  
DG

ref-g  
DG

…  
DG

(Horst et al. forth. EMNLP 2025)

playpen: Exposes RL-Gym-like interface to games for computing roll-outs for 
online and offline reinforcement learning
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Learning in Interaction

71

(Horst et al. forth. EMNLP 2025)
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Part III: Background
• “theory” / model: SAM, the Situated Agent Model 
(Schlangen, arXiv 2023), (Schlangen, EMNLP 2023)

• evaluation targets: Dialogue Games 
(Schlangen, arXiv 2019), (Schlangen, arXiv 2023b)

• evaluation infrastructure: CLEM (bench / core / game) 
(Chalamalasetti et al., EMNLP 2023), (Hakimov et al., COLING 2025), 
(Hakimov et al., GEM^2 2025), (Jordan et al.,TSD 2025);  
https://clembench.github.io/  , https://github.com/clp-research/clemcore 

• “learning in interaction” infrastructure: playpen 
(Horst et al. forth. EMNLP 2025)
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https://clembench.github.io/
https://github.com/clp-research/clemcore
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This Talk

• Intro

• Part I: What is assertion’ ?

• Part II: Unnatural 
Interfaces for Unreal 
Speakers

• Part III: Theoretical & 
Computational Models / 
SAM & clem

73

Our tools are useful for understanding the current situation

interactive systems = computational models * friction_coefficient

modelt guides investigation of modelc ; modelc provides learnability arguments
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Humanity is 
made out of 
conversation

• Conversation is how the individual 
enters society

• Conversation is how society enters 
the individual

• Conversation is how inviduals relate

• Conversation is how individuals make 
society

What we can do, post GPT:

• We can critically monitor the 
process of introducing unreal 
speakers into humankind’s 
conversation

• We can help shape this 
process

• We can use the fantastic new 
tools to help us understand 
how humanity is made out of 
conversation.



Thank you.
Questions, Comments?

Gratefully acknowledged: Funding by DFG (project “RECOLAGE”; CRC 
“Limits of Variability”, project B06); BMBF (project “COCOBOTS”)

Special shout out to the clemclub, especially 
Sherzod Hakimov and Philipp Sadler, and the 
many student members.

Philipp Sadler
Sherzod Hakimov

& to the playpen group
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Sources

• ChatGPT stats: https://www.demandsage.com/chatgpt-statistics/
• How many hours? https://www.reddit.com/r/ChatGPT/comments/1l28h4p/how_many_hours_a_day_do_you_spend_on_chatgpt/  
• Best for long conversations: https://www.reddit.com/r/artificial/comments/1k9766y/

which_ai_is_best_for_long_on_going_conversations/
• Can’t quit: https://www.nytimes.com/2025/07/16/opinion/ai-entertainment-chatgpt.html
• In love: https://www.nytimes.com/2025/01/15/technology/ai-chatgpt-boyfriend-companion.html
• Loosing: https://www.rollingstone.com/culture/culture-features/ai-spiritual-delusions-destroying-human-relationships-1235330175/
• ELIZA videos: https://www.youtube.com/watch?v=RMK9AphfLco   (unknown real source; likely, contemporary documentation)
• IBM training material: https://simonwillison.net/2025/Feb/3/a-computer-can-never-be-held-accountable/
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https://www.demandsage.com/chatgpt-statistics/
https://www.reddit.com/r/ChatGPT/comments/1l28h4p/how_many_hours_a_day_do_you_spend_on_chatgpt/
https://www.reddit.com/r/artificial/comments/1k9766y/which_ai_is_best_for_long_on_going_conversations/
https://www.reddit.com/r/artificial/comments/1k9766y/which_ai_is_best_for_long_on_going_conversations/
https://www.reddit.com/r/artificial/comments/1k9766y/which_ai_is_best_for_long_on_going_conversations/
https://www.nytimes.com/2025/07/16/opinion/ai-entertainment-chatgpt.html
https://www.nytimes.com/2025/01/15/technology/ai-chatgpt-boyfriend-companion.html
https://www.rollingstone.com/culture/culture-features/ai-spiritual-delusions-destroying-human-relationships-1235330175/
https://www.youtube.com/watch?v=RMK9AphfLco
https://simonwillison.net/2025/Feb/3/a-computer-can-never-be-held-accountable/
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