Effects of Eye Movement Patterns and Scene-Object Relations on Description
Production

Pelin Celikkol (acelikkol @uni-potsdam.de)
Cognitive Sciences
University of Potsdam

David Schlangen (david.schlangen @uni-potsdam.de)
Department of Linguistics
University of Potsdam

Jochen Laubrock (jochen.laubrock @uni-potsdam.de)
Department of Psychology
University of Potsdam

Abstract

This study investigates whether fixation behaviour during
scene viewing can offer insights into sequentialisation in ver-
bal scene description production. We explored the correlation
between visual and linguistic attention on naturalistic scenes
using scene descriptions and eye movement measures. Results
demonstrate an overlap in object prioritization during scene
viewing and describing. Our additional analysis of scene de-
scriptions reveals a tendency towards selecting and prioritizing
category-specific objects.
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ics of language production

Introduction

Language production entails organizing the cognitive con-
tent we aim to express into incremental segments. When
describing our surroundings, we arrange our thoughts into a
sequence to effectively convey the elaborate information we
encounter. Thus, producing scene descriptions involves en-
coding the visual stimuli and articulating certain parts of the
environment while simultaneously planning what to mention
next.

Previous research on the interaction between perceptual
understanding and language production focused on eye move-
ment patterns during scene description generation and investi-
gated whether visual attention informs language formulation
(Bock, Irwin, Davidson, & Levelt, 2003; Gleitman, January,
Nappa, & Trueswell, 2007; Griffin & Bock, 2000). Griffin
and Bock (2000) provided evidence for a temporal coupling
between the attended and mentioned parts of a scene when
people were asked to describe pictures of events. In a similar
experimental setting, Gleitman et al. (2007) further demon-
strated a consecutive interaction between eye movements and
spoken utterances, in which a fixation on a character preceded
its mention. Bock et al. (2003) investigated eye movements
during time-telling across different languages and time dis-
plays and observed a consistent trend in which the fixation
points preceded the uttered expressions. The alignment be-
tween the attentional shifts and spoken utterances argues in
favor of a process where the incremental sentence formula-
tion is anticipated by comprehension (Griffin & Bock, 2000)4

and points to the need to linearise language due to attentional
constraints (Levelt, 1981).

Levelt (1981) introduced the linearization problem in lan-
guage production, which refers to the necessity of arranging
our thoughts into order, thus prioritizing certain expressions
over others. Previous research on the guiding mechanisms
of linearisation suggested that more accessible information
might be prioritized to reduce the cognitive load during simul-
taneous speech planning (MacDonald, 2013). In this view,
speakers produce language by constructing a hierarchically
organized cognitive schema depending on the task at hand.
Shanon (1984) illustrated an example of such a structure in
room descriptions: When people were asked to describe in-
door places, they often started by categorizing the room, fol-
lowed by relatively larger objects, and mentioned more fine-
grained details towards the end. Dobnik, Ilinykh, and Karimi
(2022) provided further support for this formulization and
found that when people were asked to produce multi-sentence
descriptions of indoor images, they tended to give essential
information about the room accompanied by larger objects
early on and focused on smaller objects and fewer details
later. Ferreira and Rehrig (2019) investigated the linearisa-
tion phenomenon in the context of visual attentional guid-
ance and analyzed the viewing behavior of speakers while
they were describing indoor scenes. They found that a to-
pographical representation of the scene informativeness ac-
counted for more of the unique variability in participants’ eye
movements than a solely feature-based measure, suggesting a
link between the modulating mechanisms of scene perception
and language planning. They argued that following a quick
extraction of a scene’s gist, people’s attention was driven to-
wards more informative regions when describing the scene
content. Barker, Rehrig, and Ferreira (2023) investigated the
influence of different object features on their mention order
during a scene description task and found that informative
and interactable objects tended to receive earlier mentions as
opposed to graspable objects that were mentioned later. They
argued in favor of a linearization strategy in which speak-
ers deemed recognizable and interactable objects as easily
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accessible, thus prioritizing them when describing a scene.
In this view, our generic scene knowledge and the informa-
tion structures we have about the typical compositions in our
environment drive our attention during perceptual process-
ing and regulate the scene-related expectations (Henderson,
Hayes, Peacock, & Rehrig, 2019), consequently influencing
the linearization strategies during description production.

In the present study, we aimed to address two questions:
First, we investigated whether fixation behavior during scene
viewing provides insight into how the objects are prioritized
during the production of scene descriptions, even if the pro-
duction is recorded independently from the scene viewing. To
this aim, we analyzed scene descriptions and eye movement
measures collected in two independent studies. We obtained
scene descriptions from the Tell-me-more corpus, which pro-
vides multi-sentence descriptions for real-world indoor im-
ages (Ilinykh, Zarrie8, & Schlangen, 2019). We used eye
tracking data separately collected for a subset of the Tell-
me-more images (Celikkol, Laubrock, & Schlangen, 2023).
We analyzed the relationship between visual and linguistic
attention to individual objects using verbal object labels pro-
vided by the ADE20k image database (Zhou et al., 2019),
on which Tell-me-more is based. Second, we assessed the
modulating mechanisms of object prioritization during lan-
guage production and focused on the effect of scene-object
relations on the produced sentences. We utilized the linguis-
tic object labels and adopted a statistical document analysis
method, namely, the term frequency-inverse document fre-
quency (TF-IDF) (Jones, 1988) when scoring object labels.
This approach allowed us to obtain object ratings based on
their categorical specificity (Celikkol et al., 2023). We then
used the object scores to predict if and when an object was
mentioned during description production.

Methods

Datasets

Image Description Sequences We used verbal scene de-
scriptions from the Tell-me-more dataset, which contains
multi-sentence descriptions for 4410 real-world indoor im-
ages (Ilinykh et al., 2019). Descriptions were collected
by asking participants to generate five successive sentences,
imagining they were to describe an image to a partner who
successively asked for more information in order to single
out one image from a set of similar images. Participants
were instructed to provide descriptions as quickly as possible
and given separate subsequent text fields for each descriptive
sentence, thus limiting their opportunity to make corrections.
There were no restrictions put on the participants on how long
or often they were to look at the images while describing. Im-
ages were taken from the ADE20k dataset, which additionally
provides dense verbal object annotations (Zhou et al., 2019).

Eye Tracking Data We utilized eye movement data ob-
tained using a subset of 145 images from the Tell-me-more
dataset (Celikkol et al., 2023). Data was collected from 23
participants who were asked to view each scene for 10 sec-

onds and complete a caption-matching task. The task re-
quired participants to read a description after the image pre-
sentation and indicate with a key press whether the caption
was correct or incorrect. The correct and incorrect conditions
were balanced across the dataset, and incorrect captions were
chosen from the same image category. The dataset provided
eye movement metrics, including fixations and viewing times,
on the corresponding object label obtained from the ADE20k
dataset (Zhou et al., 2019).

Data Preprocessing

To compare the attentional priority during description pro-
duction and scene viewing, we preprocessed the scene de-
scriptions so that the noun phrases in descriptive sentences
matched the corresponding ADE20k object annotation label.
Human annotators inspected Tell-me-more descriptions and
ADE20k object labels simultaneously and annotated the noun
phrases in descriptions with the matching object labels. We
followed the procedure described by Lodiciga, Dobnik, and
Schlangen (2021) and annotated images to include those used
in the eye tracking experiment. Figure 1 visualizes the results
of the annotation process. This procedure allowed us to use
identical object labels when comparing object mentions and
eye tracking data.
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1. This is a very formal looking living room with a sofa® and four chairs?343.

2. The sofa® and one chair3 are white and the other chairs?*® have a print
pattern on them.

3. There is a large pinkish color area rug on the floor and a fireplace® across
from the sofa’.

4. The coffee table” in front of the sofa® has a plant® on it and one book®.

5. At the end of the room are french doors'® with curio cabinets!'2 on either
side.

Figure 1: An example of an annotated image and its descrip-
tion sequence is shown. Bounding boxes represent the object
labels obtained from the ADE20k dataset (Zhou et al., 2019),
and the corresponding phrases in descriptions are shown in
red with their numerical references. We only show bound-
ing boxes of a few mentioned object labels for visualization
purposes.
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Data Analysis

Scene description data consisted of 1025 images that were
described and later preprocessed, as detailed in the previous
section. 320 unique object labels out of a total of 584 labels
were identified as mentioned as a result of the preprocess-
ing procedure. Eye tracking measures were available for a
subgroup of 145 images containing 304 unique object labels.
We used generalized linear mixed-effect models (GLMM) to
assess the influence of eye movement metrics and object TF-
IDF scores on the mentioned objects. The dependent variable
of interest was the object’s mentioned/not-mentioned status
or the ordinal number of the object’s mention within the de-
scription.

We first tested the predictors of interest using the subgroup
of 145 images to jointly assess the effect of eye movement
measures and object TF-IDF scores on the mentioned objects.
We conducted an additional analysis including all images to
test whether the effect of object TF-IDF scores holds when
analyzed using a larger database. We constructed the models
such that the baseline structure remained intact and the re-
maining covariates were adjusted based on the research ques-
tion of interest. We fit the models using /me4 package (Bates,
Michler, Bolker, & Walker, 2015) in the R statistical envi-
ronment (R Core Team, 2022). In the following, we describe
the model structures and variables of interest at each analysis
step.

Baseline Predictors Each model included the baseline pre-
dictors of object size and center distance. Object size and
center bias are well-established influences on visual attention
(Biederman, Mezzanotte, & Rabinowitz, 1982; Henderson &
Ferreira, 2013). We included these variables as baseline pre-
dictors to control for any effects that might be introduced by
visual attentional bias. We added images as random effects to
account for any variability due to different scenes.

Eye Movement Metrics As eye movement measures, we
used fixation probability and first arrival time, which refer
to whether or not an object was fixated and the time the
gaze first arrived at an object relative to the beginning of the
trial, respectively. We averaged the measures over subjects
to proxy average viewing behavior. To predict the likelihood
of an object being mentioned, we fit a binomial GLMM with
a logit link function and added the object’s mentioned/non-
mentioned status as the dependent variable. In addition to the
baseline model structure, we added the object’s fixation prob-
ability as the predictor of interest. We fit a second GLMM
with a Poisson link function to predict the object’s mention
order and added the first arrival time as the predictor of inter-
est.

Object TF-IDF Scores We scored object labels using the
TF-IDF algorithm to investigate the influence of an object’s
contextual informativeness on description production. TF-
IDF is a method used to assess the importance of a term in
a document among a collection of documents (Jones, 1988).
The term statistic correlates with the term frequency in a

given document and is weighted by the inverse of the doc-
ument frequency in which the term appears, consequently
highlighting the document-specific terms. We used the fol-
lowing formula:

 falt)
TF(t,d) = a f () )]
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The frequency of the term ¢ in a document d is denoted
by TF(t,d), and IDF (t,D) is the total number of documents
|D| divided by the number of documents in which the term
t appears. We applied the TF-IDF method to the object and
category labels obtained from the ADE20k data set, following
the procedure described by Celikkol et al. (2023). The result-
ing scores emphasized category-specific objects (e.g., a toilet
in a bathroom) while outweighed object labels that frequently
appear regardless of the image category (e.g., floor).

When analyzing the eye tracking subgroup, we added ob-
ject TE-IDF scores along with the eye movement measures
and conducted likelihood ratio tests (LRT) to assess the good-
ness of fit among the models containing baseline covariates,
eye movement measures, and TF-IDF scores as predictors.
We constructed two additional models and tested the effect of
object TF-IDF on the mention probability and order using the
extended database of 1025 images.

Permutation Tests To deal with the fact that we have only
a small number of data points available when testing the men-
tion order, we conducted permutation tests with 1000 simu-
lations. We obtained p-values to infer statistical significance
using the following formula:

p=P(|T| > tobs | Ho) 4

where T denotes the test statistic and typ is its observed
value under the null distribution.

Results

Table 1 summarizes the results of each full GLMM analyzing
the effect of eye movement metrics and object TF-IDF scores
on the mention probability and mention order. Figure 2 vi-
sualizes model predictions for each predictor of interest con-
cerning the initial analysis of the eye tracking subgroup. LRT
results comparing the baseline and the models of interest are
shown in Table 2. This section first describes the results con-
cerning the baseline covariates, followed by the effects per-
taining to our research questions.

Baseline Predictors

All full model results showed that object size significantly af-
fected the mention probability and order. Bigger objects were
more likely to be mentioned and received earlier mentions
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A. Mention Probability Predictions
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Figure 2: The full GLMM predictions are displayed for A) The probability of mention given the fixation probability and object
TF-IDF scores B) The mention order given the first arrival time and object TF-IDF scores.

Table 1: Results of the full GLMMs

Estimate SE Z p
Variable Type DV
EM + TF-IDF P(Mention) Intercept -0.593 0.076 -7.825 <0.001
P(Fixation) 0.365 0.009 42.682 <0.001
TF-IDF 0.387 0.008 45.616 <0.001
Object Size 0.514 0.010 51970 <0.001
Center Distance 0.046  0.009 5.273 <0.001
Mention Order Intercept 3.163 0.029 109.643 <0.001
First Arr. 0.040 0.006 6.273  <0.001
TF-IDF -0.145 0.007 -21.071 <0.001
Object Size -0.079 0.007 -11.231 <0.001
Center Distance 0.027 0.006 4271 <0.001
TF-IDF P(Mention) Intercept -0.477 0.027 -17.932 <0.001
TF-IDF 0.532 0.019 28.103 <0.001
Object Size 0.325 0.020 16.539 <0.001
Center Distance -0.101  0.020 -4.978 <0.001
Mention Order Intercept 3.059 0.016 194816 <0.001
TF-IDF -0.154 0.003 -47.409 <0.001
Object Size -0.118 0.003 -35.845 <0.001

Center Distance 0.040 0.003 11.537 <0.001

Note. The GLMM coefficients of the variable type EM + TF-IDF represent the analysis carried
out on the eye tracking subset of 145 images, followed by the TF-IDF analysis conducted with
the extended database of 1025 images. EM: Eye movement measures.

than smaller objects. The effect of object distance on the men- was the positive correlation between the mention probabil-
tion probability and order was consistent in most cases: Pe- ity and center distance resulting from the analysis of the eye
ripheral objects were less likely to be mentioned and received =~ movement subset.

later mentions than the central objects. The only exception
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Table 2: LRT Comparison Results

BIC Chisq Df p

DV Model
P(Fixation) Baseline 97982.22
Baseline + EM 96041.76  1951.84 1.0 <0.001
Baseline + EM + TFIDF  93915.88 2137.26 1.0 <0.001
Mention Order Baseline 16623.59
Baseline + EM 16582.99 47.73 1.0 <0.001
Baseline + EM + TFIDF  16132.75 457.38 1.0 <0.001

Eye Movement Metrics

The analysis of the relationship between the fixation and men-
tion probability revealed that an object’s fixation probabil-
ity significantly increased the likelihood of an object being
mentioned. Among objects that were both fixated and men-
tioned, objects fixated earlier were significantly more likely
to be mentioned earlier. The permutation test results revealed
the significance of the observed effect of first arrival time on
the mention order (p = 0.037).

Object TF-IDF Scores

We found a significant effect of TF-IDF scores on mention
probability and order in the subgroup and extended analy-
sis. There was a positive correlation between object TF-IDF
scores and the object’s mention probability, and earlier men-
tions were associated with higher TF-IDF scores. The ef-
fect of TF-IDF scores held when we added interaction effects
with the baseline predictors in both the eye-tracking subgroup
analysis (f = 0.52, SE =0.01, z =56.09, p <.001; B =-0.18,
SE =0.01, z =-23.72, p <.001, for mention probability and
order, respectively) and in the extended analysis (B = 0.63, SE
=0.02,z=29.44, p <.001; § =-0.18, SE = 0.003, z =-50.11,
p <.001, for mention probability and order, respectively).

The permutation tests confirmed the significance of the ob-
ject scores on the mention order (p <0.001).

LRT Results

LRT comparisons carried out on the eye tracking subset re-
vealed that the model including the eye movement measures
better fit the data than the baseline model, both when predict-
ing the mention probability and order. Adding the predictor
of object TF-IDF scores further improved the model fit.

Discussion

We investigated the scene-object relations modulating priori-
tization during scene description production and whether eye
movement control during scene viewing might inform the lin-
guistic formulation process. Our results showed a correla-
tion between the eye movement patterns and mentioned ob-
jects. Given that we obtained verbal and psychophysical data
from studies conducted under different task instructions, our

results can point to several directions: First, the more fre-
quently mentioned objects were associated with a higher fix-
ation probability, which may suggest that a common cogni-
tive structure guides object selection during both scene view-
ing and describing. In the eye tracking study, participants
were instructed to determine whether a description was cor-
rect for the preceding image, thus requiring them to memo-
rize the scene content to a certain extent. Considering that
fixation behavior often correlates with the recall of objects
in memory tasks (Draschkow, Wolfe, & Vo, 2014; Tatler &
Tatler, 2013), the distribution of fixations may offer insights
into which objects were deemed crucial to memorize to suc-
ceed in the given task. The objects given attentional priority
overlapped with those chosen for mention, which may imply
a shared pattern in the information people extracted from the
given environment. Similarly, we observed that the fixation
sequence was predictive of the mention sequence, suggest-
ing that object prioritization strategies were consistent across
the two tasks. Given that both tasks required participants to
inspect and differentiate a particular scene’s content, the ob-
jects they prioritized may reflect the strategies used to opti-
mize these processes.

In the context of top-down guidance of scene percep-
tion, attention is driven by the world knowledge accumulated
through repeated exposure to typical environments. In this
view, scene-based expectations are activated upon realizing a
scene’s gist, driving attention towards informative or mean-
ingful regions (Henderson et al., 2019; V3, 2021). Meaning-
fulness may refer to different object characteristics, including
recognizability or interactability (Barker et al., 2023), and can
be defined based on the environment type or task demands.
We put emphasis on object distinctiveness reflected by the de-
gree to which an object is diagnostic to a scene category and
quantified it utilizing an easy-to-compute method, namely,
object TF-IDF scores. We found that category-specific ob-
jects were more likely to be mentioned and given priority
during the formulation of descriptions. These results are in
line with a linearization process in which the high categori-
cal relevancy of the objects made them more accessible af-
ter rapidly determining the scene type. At the same time,
such objects may have been deemed more noteworthy in ef-
ficiently conveying the scene’s content. The shared attributes

4890



Implication of shared mechanisms 1)

Viewer /

Context-relatedness

Encoding

World knowledge

—

Observation of shared attributes

\ Describer

Availability effects

Buipooaq

There is an airy kitchen with a baker's rack
and two stools at a breakfast bar.

At one end of the kitchen is a large window
next to a built-in oven.

The cupboards appear to be made of maple.

The two stools are made of metal with a
wrought iron design.

The floor and walls are light-colored, and
there are plants on the baker's rack and
above the oven.

Figure 3: A schematic example of the visual encoding and linguistic decoding processes over the same image is presented.
On the bottom left, a participant’s scan path on an image is represented, and the starting point is shown with a yellow dot.
Regressions to the same objects are not shown for simplicity. The descriptions obtained for the same image were presented at
the bottom right. Both fixated and mentioned objects are shown in red. Given the shared attributes (the probability and order of
the mentions/fixations) resulting from the two distinct tasks, potential shared mechanisms that may operate in optimizing these

tasks are indicated.

observed during visual encoding and linguistic decoding of
a scene may point towards underlying common mechanisms
rooted in high-level world knowledge (Figure 3).

It should be noted that the information content of the ob-
jects in the current image database is limited due to the typ-
icality of scenes. Given that contextual inconsistencies and
surprisal have been found to influence the visual processing
of scenes (Coco, Nuthmann, & Dimigen, 2020; Nuthmann,
De Groot, Huettig, & Olivers, 2019), exploring this phe-
nomenon during description production would provide fur-
ther insights into the relationship between scene-object regu-
larities and linearisation strategies.

The present study is subject to several limitations: The
scene description data used in the study is limited to de-
scribers’ written expressions, so we can not make inferences
about how they visually processed the scenes at conceptu-
alization or production stages. Thus, our interpretations of
description production only concern the characteristics of the
objects chosen to be mentioned and given priority, as well as
potential similarities in how the same objects were visually
attended. Given that the descriptions and eye movement data
collected separately, our aim is not to establish a direct corre-
spondence in the way visual and linguistic processes unfolded
in the given studies but to point out that the regulating mech-
anisms of one modality may inform the other. Future stud-
ies concurrently investigating scene perception and language
formulation will provide further insights into the underlying

mechanisms of multimodal processing.
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