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Abstract

Due to the scarcity of dialogue datasets com-
pared to the vast amount of non-interactive text
utilized in large language models, this work
aimed to collect dialogues featuring referring
expressions in collaborative tasks. In an inter-
active study, two participants were paired up
and presented with the same image of a puz-
zle. One participant, the instruction giver, had
access to an annotated version of the puzzle
board, and their task was to find a description
that enabled the other participant, the instruc-
tion receiver, to identify and select the referent
target. The paper investigates whether and to
what extent manipulations of the complexity of
the task and the degree of interactivity between
the users affect the type of referring language
that is collaboratively constructed. The results
revealed that the aforementioned manipulations
had a statistically measurable impact on the
type of referring expressions generated by the
participants and that interactivity had a major
effect on how instructions were collaboratively
and iteratively refined.

1 Introduction

The ability to accurately resolve referential entities
in text remains challenging. Whether in the domain
of information retrieval, question answering, or ma-
chine translation, the interpretation and handling of
references are fundamental to the coherence of au-
tomated text processing systems. Towards address-
ing these critical challenges, this work presents
PentoNav: a dataset containing annotated logs of
task-oriented cooperative dialogues.

We developed a collaborative task where two
human users were matched in a chat room and

were shown a picture of a Pentomino puzzle. The
key difference between the two users was that one
of the participants, the instruction giver (IG), had
access to a labelled version of the puzzle with a
bounding box around the target piece and had to
describe it so that the instruction receiver (IR), who
could only see the unlabelled image, could uniquely
identify and select the correct piece.

The main question we examined was whether
the complexity of the task and the degree of in-
teractivity between the users have a measurable
effect on the type of referring expressions gener-
ated. To study how participants adapt to different
settings, we modified the underlying experiment
along two main dimensions: task complexity and
interactivity between users.

Our findings indicate that the degrees of interac-
tivity in online interactions have a significant effect
on how referring utterances are co-constructed, es-
pecially how the feedback of the listener affects the
incremental production of referring expressions.
Differences were also found in the instruction re-
ceiver’s task accuracy and response time, as well as
in the length of the referring expression produced.
Overall, more complex tasks required a higher cog-
nitive load from both participants, indicating that
higher task complexity also increases the collabora-
tive effort. Furthermore, a higher degree of interac-
tivity degree also appeared to align with increased
accuracy and longer referring expressions.

The resulting dataset (PentoNav) is a publicly
available corpus containing 640 Pentomino puz-
zles and descriptions equally distributed among
three complexity levels and four experiment de-
signs. PentoNav provides valuable insights into the
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various strategies participants employ during the
collaborative task.

2 Related Work

2.1 Referring Expression Generation

Reference is the linguistic phenomenon in which
a noun phrase refers to an entity within a sentence
(Stede, 2012). Recent research in the area of re-
ferring expression generation has examined how
to collect referring expressions generated by hu-
mans trying to solve a common task (i.e., the Refer-
ItGame (Kazemzadeh et al., 2014)). During such
tasks, humans are typically shown pictures of real-
world scenes, and generate referring expressions
for highlighted objects (Perkins, 2021).

Other datasets combine methods from computer
vision and NLP (Loáiciga et al., 2021), investi-
gating phenomena of reference and coreference
resolution in task-oriented dialogues with visual
support. A lot of referring expression genera-
tion work focuses on puzzles such as the PentoRef
(Zarrieß et al., 2016) and Pento-DIA Ref (Sadler
and Schlangen, 2023) datasets. Both works use the
Pentomino puzzle paradigm, that this work also uti-
lizes. In comparison to PentoRef, Pento-DIA Ref is
a synthetic dataset where expressions are generated
by the incremental algorithm (Krahmer and van
Deemter, 2012).

Some interesting work has been carried out in
the area of instruction oriented dialogue. Notable
examples contain the Tactical Speaker Identifica-
tion Speech Corpus (TSID) collected by Graff et al.
(1999) or the HCRC Map Task Corpus by the Uni-
versity of Edinburgh (1993). Both corpora feature
dialogues between participants tasked with finding
a route between two points on a map. Another sim-
ilar experiment was conducted by Brennan et al.
(2013) and differs from the previous studies in that
one participant received directions by telephone
while searching for target locations on the Stony
Brook University campus. Once the target location
was reached, the participant had to take a photo-
graph, which was later compared with the target
image described by the other participant, alongside
the GPS data from the mobile phone.

2.2 Task Complexity

Many studies from the fields of linguistics and cog-
nitive sciences have been conducted to measure the
time it takes a person to resolve referential expres-
sions. Elsner et al. (2017), for example, demon-

strated how visual complexity measurably affects
referring expression generation. During this study,
participants were shown abstract scenes containing
multiple objects that share some features and were
instructed to describe the target piece. Referring
expressions were extracted and analyzed, show-
ing how visual complexity can delay or facilitate
description generation.

Similarly, Clarke et al. (2013) showed how com-
plicated and cluttered scenes translate to longer
referring expressions. The study was conducted
by showing participants images from the Where’s
Wally book with a bounding box surrounding the
target piece, and they were tasked to write a re-
ferring expression for it. The authors were able
to find a correlation between the median length of
the expression and task complexity showing once
again that complexity plays a crucial role when
describing objects.

Another setting in which task complexity is com-
monly used is referential gaze modelling as shown
by Alacam et al. (2022) who trained different mod-
els on the Eye4Ref work (Alacam et al., 2020) to
predict whether a gaze from a participant is directed
at a referent object or not. Increasing task complex-
ity was correlated with a decreasing F1-Score.

These studies suggest that task complexity has
a measurable effect on people’s effort to describe
common objects and construct referential expres-
sions, which we use as one of the main dimensions
to examine in this study.

2.3 Degrees of Interactivity

While the broad concept that a higher degree of
interactivity between participants leads to a higher
success rate has been observed in general tasks
(Handzic and Low, 2002), de Weck et al. (2019)
observed this concept in the field of referring ex-
pression generation. In their study, they analyzed
the referring expressions of twenty parents telling a
story either to their child or to an adult and found an
overall wider range of referring expressions when
participants talked to children. While not evaluat-
ing the strategies itself, the study showed that the
interaction setting influences the type of generated
referring expressions.

Dialogue is by nature incremental, which means
that it’s processed step by step as information is
delivered (Schlangen and Skantze, 2009). This
problem has already been addressed in the past,
for example, by Manuvinakurike et al. (2017) who
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leverage reinforcement learning to incremental dia-
logue policy learning in dialogue games and show
how this new approach outperforms a human-like
baseline system in a collaborative task.

Apart from the incremental nature of human
dialogue, the degree of interactivity is also rele-
vant to what type of medium people use to pro-
duce referring expressions and how information
is distributed to different channels (including the
non-verbal channels). Receiving feedback in refer-
ring expression generation through backchannels
or non-verbal cues has also been shown to affect
how references are collaboratively produced (Kon-
togiorgos, 2022).

Variations in the degree of interactivity play a
crucial role: changing the degree of interaction
should influence the strategies adopted by people
to refer to objects as they may have different ways
to receive feedback. This work aims to investigate
how these variations affect the production of re-
ferring expressions including how task complexity
correlates with interactivity.

3 Experimental Setup

Similarly to the Pento-DIA Ref dataset (Sadler
and Schlangen, 2023), the data collection was con-
ducted by pairing two participants in a chat room
with an image of a Pentomino puzzle (Figure 1).
One of the participants, the instruction giver (IG)
was able to see a labelled image with a highlighted
piece and had to describe it to the other participant,
the instruction receiver (IG), who needed to select
it based on the description and the unlabelled image
of the same board. To examine strategy differences
across diverse settings, four variations of the puz-
zle’s basic design were created, and the complexity
of the Pentomino boards was modified. During the
data collection, the instruction giver was not aware
whether the instruction receiver was a human or a
computer program.

The participants were recruited using the Prolific
platform (Prolific), and the only requirements were
proficiency in the English language and being at
least 18 years of age. Each participant was only
allowed to participate in the study once. The par-
ticipants were aged between 18 and 58 (on average
27.5 with a standard deviation of 7) and mostly
based in Europe. About a third of the participants
declared English to be their first language. Out of
the 48 participants in total, 27 reported female and
21 male. On average, each participant took 15 min-

utes to complete the task with a standard deviation
of 8 minutes.

The data was collected using SLURK (Götze
et al., 2022): an extensible chat server optimized
for conducting multi-modal dialogue experiments
and data collections, with a framework for creating
abstract representations and interfaces to object
manipulation tasks.

3.1 Task Complexity

Analogously to work presented by Alacam et al.
(2022), participants were shown boards with three
different difficulty levels: easy, medium and hard.
The complexity of a board is defined by four vari-
ables that were used during the process of genera-
tion:

• number of objects: the total number of ob-
jects present on any given board.

• number of random pieces: randomly gener-
ated pieces are added to the boards to increase
variability and prevent generating boards con-
taining only similar pieces.

• number of similar pieces: the total amount
of pieces on the boards that are grouped based
on similar properties. Each piece inside a
group shares certain characteristics with other
pieces of the same group to add some dis-
tractors, thus increasing the complexity of se-
lecting the target object, which is always ran-
domly chosen from one of the grouped pieces.

• similar pieces per group: the number of
pieces in each group. Grouped pieces share
some properties: shape, position, orientation
and color. The amount of shared parameters
is determined by the difficulty level.

To establish a clear definition of complexity, a
pilot study was carried out. Various board settings
were explored to identify measurable criteria. The
difficulty was measured in terms of speed and num-
ber of tokens. The assumption was that a complex
task board would require both a higher cognitive
load from the participant, and therefore more time
to produce it, as well as a higher number of words
to describe the target piece.

3.1.1 Pentomino Task Boards
The Pentomino boards were generated using the
following variables:
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Figure 1: Interface for the instruction giver

• shape: F, I, L, N, P, T, U, V, W, X, Y, Z.

• color: red, orange, yellow, green, blue, cyan,
purple, brown, gray, pink, olive green, navy
blue.

• position: top left, top center, top right, left
center, center, right center, bottom left, bottom
center, bottom right.

• orientation: 0, 90, 180, 270.

As mentioned before, similar pieces shared a pre-
defined amount of variables that were fixed within
the group. The only exception was made for the po-
sition: during the generation of new objects within
a group, there is a 50% chance that an object will
be assigned a new position instead of the group
position to increase variability. The new position
is, however, always adjacent to the group position
to maintain similarity.

3.2 Variations in the Degree of Interactivity
Four different experiment designs were developed
for this data collection to modify the degree of
interactivity in the dialogue. The underlying struc-
ture of the experiment remains the same across all
variations: the instruction giver has to describe the
target object to the instruction receiver, who has to
select the object on an unlabelled board.

• No Feedback: the first variation removes any
means of feedback communication between
the users. The IG is only allowed to send one

single message to the IR, who can then select
the described object with a mouse click. After
the first message is sent, the IG is not able
to write anything else and the players are not
notified by the bot whether the IR’s selection
was correct.

• Feedback: while maintaining the same dy-
namics of the first variation, this variation al-
lows minimal interaction between the users
by notifying users about the outcome of each
round.

• Selection Confirmation: in this variation, in-
teraction between users is enhanced by having
the IG confirm the IR’s choice once an object
has been selected. Upon selecting the wrong
piece, the system allowed the IG to send a
new description of the target piece. Points are
detracted from the total score every time the
wrong object is selected.

• Gripper: this variation maximizes interactiv-
ity between users by not limiting the number
of messages that the IG can send. Moreover,
object selection by the IG is achieved by mov-
ing a gripper on the board instead of using
the mouse. The gripper is fully visible for
both users at all time allowing the IG to send
additional messages correcting or adding new
information to ensure the IR moves in the right
direction and selects the correct piece.
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4 The Data

During task design, the following factors were
taken into consideration:

• Natural: the IGs were intentionally not pro-
vided with any guidance on what constitutes a
helpful or accurate description. This decision
aimed to force the IGs to generate their own
reference expressions independently, without
relying on a predetermined pattern.

• Diverse: within the same experiments, some
variables were modified, hoping that the IG
would come up with different descriptions of
the target piece, particularly:

– Difficulty level: more complex task
boards should require more complex de-
scriptions to uniquely identify the target
object.

– Degree of interactivity: different de-
grees of interactivity between the users
and the interface should have a measur-
able impact on the type of referring ex-
pressions generated.

The resulting dataset is a collection of chat logs.
30 participants took part in the experiment and col-
lected a total of 640 data points equally distributed
among the four designs and difficulty levels. A
single data point is defined as a combination of a
Pentomino puzzle, the description provided by the
instruction giver and the object selected by the in-
struction receiver. During the entire data collection,
the external participants were always assigned the
role of the instruction giver, and one experimenter
took the role of the instruction receiver.

Every participant was asked to label 20 boards
with the exception of two participants who did re-
spectively 79 and 1 to balance the data points across
the experiment’s variations. Out of a total of 300
pre-generated Pentomino boards, 264 were selected
randomly by the system at the beginning of every
round. On average, each of the 264 boards was
selected 2.5 times, with some boards appearing as
often as 7 times.

The complete dataset, together with the raw logs
and the scripts used to extract and analyze Pen-
toNav are available on Github.

5 Analysis

5.1 Statistical Analysis
In order to run a statistical analysis of the data, the
following features were extracted from the dataset:

• batch position: the order of this board within
the 20-boards-batch (extracted to measure or-
der effects).

• interactivity: the degree of interactivity.

• complexity: the complexity level of the board.

• accuracy: whether the IR selected the right
object after the IG’s description. For the in-
teractivity selection confirmation and gripper,
the description is marked as corrected if the
IG confirmed the correct selection of the IR.

• target: shape of the target object.

• typing lag: how much time (in seconds) the
IG took to start typing the referring expression
description of the target.

• description lag: how much time (in seconds)
the IG took to send the referring expression
description of the target.

• response time: how much time (in seconds)
the IR took to select an object after receiving
the description from the IG.

• number of tokens: number of tokens in the
description.

• number of adjectives: number of adjectives
used in the description.

• number of adverbs: number of adverbs used
in the description.

• number of nouns: number of nouns used in
the description.

Before the feature extraction, the descriptions
were first normalized with Pyenchant (Pyenchant)
and the linguistic features were extracted with
LFTK (Lee and Lee, 2023). The normalization step
consisted of running the spell checker and replac-
ing wrong-spelled words with the first alternative
proposed by Pyenchant.

The scope of this analysis is to find out whether
the modifications of the experiments had a statis-
tically significant influence on the generated re-
ferring expressions. The statistical analysis was
carried out using R and the lme4 package (lme4).

https://github.com/sebag90/PentoNav
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interactivity no feedback feedback confirm selection gripper
complexity easy medium hard easy medium hard easy medium hard easy medium hard

accuracy 85.25 81.13 89.13 93.75 91.67 89.58 100.00 100.00 100.00 93.75 97.92 97.92
lag to typing 6.25 8.79 7.08 7.44 7.89 8.67 5.48 6.44 7.31 4.93 5.49 5.12
lag to description 15.28 18.26 25.83 25.88 29.54 43.46 26.20 30.73 42.40 24.34 22.17 28.02
reaction time 9.08 8.92 10.00 8.73 8.94 11.17 9.17 9.62 13.33 12.41 13.31 16.65
n tokens 6.31 6.91 9.39 8.30 9.27 12.40 10.70 12.81 16.31 13.08 12.17 14.85
n adjectives 1.31 1.13 1.61 1.81 2.08 2.42 1.83 2.27 2.75 1.62 1.38 1.73
n adverbs 0.15 0.17 0.13 0.22 0.15 0.33 0.47 0.50 0.48 0.31 0.23 0.58
n nouns 1.85 2.08 2.54 2.06 2.19 2.96 2.48 2.71 3.52 3.25 2.92 3.38

Table 1: Mean values of all variables in all levels of complexity and interactivity.

Figure 2: Differences in accuracy, reaction time (IG & IR), and number of tokens per referring expression.

Task Complexity
The results show that the complexity level had a
measurable influence on some of the extracted fea-
tures. The data show that while similar accuracy
values can be observed across all three levels, we
do see a slight increase in both the time the instruc-
tion giver took to both start typing (lag to typing)
and send the message with the description (lag to
description). Finally, a substantial increase in re-
action time of almost three seconds on the side
of the IR can be observed when comparing the
easy/medium boards (which have similar values)
to the hard scenes.

A look at the linguistic features also indicates
that the increasing level of complexity of the board
required on average a longer description with an
increased number of adjectives and nouns. This
initial evidence was also confirmed by training and
comparing linear mixed-effects models to fit the
data by maximum likelihood with the following
parameters:

• fixed effect: complexity level

• random effects: target object, participant,

outcome variable p-value χ2

accuracy 0.7557 0.0968
lag to description <0.001 41.866
lag to typing 0.03814 4.2989
reaction time <0.001 11.432
n tokens <0.001 34.136
n adjectives <0.001 11.483
n adverbs 0.1123 2.5216
n nouns <0.001 20.516

Table 2: Linear mixed effect models: complexity

batch position, and interactivity

All the models were fitted to the data to various
outcome variables, which are listed together with
the respective p-values and χ2 values in table 2.

Degree of interactivity
A statistical difference in the data was also found
while investigating the effects of the degree of inter-
activity. The most evident difference can be noted
in the accuracy: with increasing levels of interactiv-
ity, the accuracy and length of the descriptions also
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outcome variable p-value χ2

accuracy 0.04846 3.8939
lag to description 0.7054 0.143
lag to typing 0.05641 3.6399
reaction time 0.02592 4.961
n tokens 0.03131 4.636
n adjectives 0.8686 0.0274
n adverbs 0.07763 3.1138
n nouns 0.06345 3.4448

Table 3: Linear mixed effect models: interactivity

increase. Interestingly, the time that the IG needs to
start typing decreases while the total time needed to
send the description raises from 19.3 seconds in the
no feedback design to around 32 seconds in both
the feedback and selection confirmation variations
to finally fall back to 24.79 seconds in the gripper
setting. The latter can be tracked down to the fact
that in the last setting, the IG was able to send an
unlimited number of messages and some users sent
multiple shorter messages instead of a longer one,
indicating an incremental behavior. While a small
increase in the IR’s reaction time can be observed
when comparing the values of the no feedback, feed-
back and confirm selection settings, an increase of
around 3.5 seconds can be measured in the gripper
setting. This increase, however, was expected as
the gripper is positioned at the center of the board
at the beginning of every round and must first be
moved on the object that the IR intends to select.

As for the complexity level, linear mixed effect
models were also trained to fit the data, and the
results are reported in table 2. While training the
following models, the following parameters were
used:

• fixed effect: design

• random effects: target object, participant,
batch position, and complexity level

The outcome variables together with the p-
values and χ2 values are reported in table 3.

Batch position
The position of the instance within the batches of
20 boards labelled by the participants also seems
to somehow affect the referring expressions with
regard to the extracted features. Noteworthy is the
effect on the accuracy and the time required by
the IG to both start typing and send a message.

outcome variable p-value χ2

accuracy 0.2182 1.5161
lag to description <0.001 13.18
lag to typing <0.001 49.852
reaction time 0.4958 0.4638
n tokens 0.9606 0.0024
n adjectives 0.2592 1.2728
n adverbs 0.9336 0.007
n nouns 0.3468 0.8853

Table 4: Linear mixed effect models: batch position

While for the accuracy, a slight increase can be
seen, which indicates that there is a learning effect
during the task, this increase only affects the three
settings in which the users receive feedback about
the piece selected by the IR (feedback, selection
confirmation and gripper). The position of the data
instance within the batch does not seem to influence
the IR’s reaction time in any way. With regards to
the typing and description lag, on the other hand, a
decrease can be measured across all designs.

Linear mixed-effect models were trained with
the following parameters:

• fixed effect: batch position

• random effects: target object, participant, in-
teractivity, and complexity

The results are shown in table 4.

6 Discussion & Conclusion

In this work, we presented PentoNav: a dataset
composed of annotated Pentomino puzzles and nat-
ural referring expressions generated by the partic-
ipant to describe one of the objects. The research
question postulated at the beginning of this work
was whether a manipulation in the degree of inter-
action between the users and the complexity of the
puzzle itself might have an impact on the strategies
adopted by the participants to solve the task.

The analysis showed how different degrees of
interaction between users, as well as manipulations
in task complexity, have a measurable impact on
the generated descriptions. Both hypotheses pos-
tulated at the beginning of this paper, namely that
an increasing level of interaction and puzzle com-
plexity would influence the instruction receiver’s
accuracy as well as the descriptions generated by
the instruction giver, were partially confirmed by
the statistical analysis of the data.
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One variable that was not considered during plan-
ning was the effect of the position of the current
data point within the 20 puzzle batches in which
the experiment was divided. During the analysis,
the position of the data point revealed the learn-
ing effect of the participants. This tendency was
confirmed by the linear mixed models: while the
accuracy increases, the typing and description lag
decrease consistently across all designs. This con-
firms that while progressing through the batch, the
participants providing instructions become not only
more effective but also faster at generating referring
expressions.

6.1 Future work
For the analysis conducted, only a subset of infor-
mation was extracted from the chat logs. These still
contain other information, such as the mouse move-
ments of the instruction receiver on the Pentomino
board, which can be used to potentially reconstruct
the IG’s reasoning after receiving a description
from the instruction giver. Further insights into
the cognitive process of analyzing the description
and the board could be offered by the analysis of
the instruction receiver’s eye movements.

Another interesting application area for this
dataset is reinforcement learning. Similarly to
the work proposed by Sadler et al. (2023) and Vo-
gel and Jurafsky (2010), an artificial agent can be
trained to substitute the instruction receiver and
navigate the Pentomino board in search of the tar-
get piece. Such artificial agents can be deployed
online for a subsequent round of data collection,
engaging with human participants. The outcome
from such agents could be compared to PentoNav
to yield valuable insights into the differences be-
tween how humans interact with artificial agents
versus other human participants.
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