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Abstract

Instruction Clarification Requests are a mecha-
nism to solve communication problems, which
is very functional in instruction-following in-
teractions. Recent work has argued that the Co-
Draw dataset is a valuable source of naturally
occurring iCRs. Beyond identifying when iCRs
should be made, dialogue models should also
be able to generate them with suitable form and
content. In this work, we introduce CoDraw-
iCR (v2), extending the existing iCR identifiers
with fine-grained information grounded in the
underlying dialogue game items and possible
actions. Our annotation can serve to model and
evaluate repair capabilities of dialogue agents.

1 Introduction

If someone requests you to put glasses on a dog,
you may doubt yourself: Is that really what I am
supposed to do? Before attempting that, you’d
likely seek confirmation, for instance, by posing
a clarification request. In real life, dogs do fine
without glasses, but, as we see in Figure 1, that is
indeed a correct action in the context of a scene
construction dialogue game.

In instruction following settings, ambiguous or
underspecified instructions may elicit clarification
requests when the instruction follower realises they
cannot act properly without further information.
These are Instruction Clarification Requests (iCRs),
as defined by Madureira and Schlangen (2023),
namely CRs that occur in Clark’s 4th level of com-
munication (Clark, 1996), when an instruction is
understood generally, but not at the level of uptake
(Schlöder and Fernández, 2014).

We have recently argued that the CoDraw dataset
(Kim et al., 2019) is a rich and large source of spon-
taneous iCRs (Madureira and Schlangen, 2023).
We identified iCRs among all instruction follower
utterances and proposed using the annotation to
model the tasks of knowing when to ask and to re-
ply to an iCR. However, knowing what and how to

dog lower right corner 1 4 inch from bottom 
facing left tail almost touching side

ok        

he have glasses or no?

what?

the dog?

are you telling me to put glasses on the dog?

lol i'm asking does he have glasses if not then yes

i put glasses on him, sunglasses are all i have here

ok . […]

Figure 1: A communication problem occurring and be-
ing resolved with the aid of clarification requests in
an instruction following interaction (CoDraw, ID 9429,
CC BY-NC 4.0, scene from Zitnick and Parikh (2013)).
When an instruction is not clear enough, the instruction
follower asks for clarification, in order to act accord-
ingly (here, placing cliparts in the scene).

ask are also topical devices for a competent instruc-
tion follower dialogue model. To account for that,
we continue this initiative by adding information
about the content and form of iCRs, in order to
allow modelling and evaluating the subsequent task
of generating iCRs, not yet explored in this corpus.

In this work, we describe our annotation proce-
dure and present a corpus analysis of CoDraw-iCR
(v2). Our annotation complements CoDraw-iCR
(v1) by adding mood categories and by mapping
each utterance to its corresponding objects and
action-related attributes. We show that this sample
is an appealing ensemble of mostly unique surface
forms through which interesting relations in co-
occurring objects and attributes emerge, making
it a handy resource for further CR research. We
find that iCRs are mostly posed right after an un-
clear instruction and typically trigger a response
at the next turn, so dialogue models should also
know how to react timely. The data is available at
https://osf.io/gcjhz/.

ar
X

iv
:2

30
6.

02
37

7v
2 

 [
cs

.C
L

] 
 2

6 
Ju

l 2
02

3

https://creativecommons.org/licenses/by-nc/4.0/
https://osf.io/gcjhz/


Category Description Values

Form Mood the iCR surface form declarative, polar question, alternative question, wh-
question, imperative, other

Locale Source relation to preceding IG utterance bool, 1 if iCR is about instruction in immediately preceding utterance
Response relation to following IG utterance bool, 1 if iCR gets response in immediately following utterance

Content Quantity how many objects are mentioned one, two, many, unknown
Objects which objects are mentioned clipart identifiers (up to five)

Attributes position bool, 1 if iCR is about an object’s position in the scene
size bool, 1 if iCR is about an object’s size
direction bool, 1 if iCR is about an object’s direction/orientation
relation bool, 1 if iCR is about relations between objects
object disambiguation bool, 1 if iCR is disambiguating objects
person disambiguation bool, 1 if iCR is disambiguating person’s pose or facial expression

Table 1: Content-grounded schema used to annotate iCRs in the CoDraw dataset.

2 Related Work

Clarification Requests are a multifaceted phe-
nomenon in dialogue, with vast literature on cate-
gorising, documenting and modelling their various
realisations as well as their relations to other ut-
terances and to the context. Annotation efforts
have been conducted to identify their causes (Gab-
sdil, 2003; Rodríguez and Schlangen, 2004; Bo-
hus and Rudnicky, 2005; Benotti, 2009; Koulouri
and Lauria, 2009; Kingma and Ba, 2014) forms
(Purver et al., 2003; Rodríguez and Schlangen,
2004; Rieser and Moore, 2005; Deits et al., 2013;
Khalid et al., 2020; Gervits et al., 2021) and read-
ings (Purver et al., 2003; Gabsdil, 2003; Rodríguez
and Schlangen, 2004; Bohus and Rudnicky, 2005;
Rieser and Moore, 2005; Rieser et al., 2005; Kato
et al., 2013; Liu et al., 2014; Braslavski et al., 2017;
Benotti and Blackburn, 2021; Shi et al., 2022).

Still, it remains an open research area; in par-
ticular, we cannot delineate yet to what extent CR
mechanisms can be learnt via data-driven methods
(Benotti and Blackburn, 2021), and dealing with
underspecifications is still hard for pretrained lan-
guage models (Li et al., 2022).

Benotti and Blackburn (2021) have recently
raised awareness to the different world modalities
upon which clarifications can be grounded, like
vision, movement or physical objects. Still, few
works exist that systematically map the content
of CRs to elements related to the context where
they occur (Gervits et al., 2021). Some exam-
ples are Benotti and Blackburn (2017), who use
a methodology to classify CRs according to why
they make implicated premises explicit (e.g. wrong
plan, not explainable plan or ambiguous plan in
instruction giving), in a corpus that is further anal-

ysed in Benotti and Blackburn (2021) with a recipe
to detecting grounded clarifications. Gervits et al.
(2021) propose a fine-grained annotation schema
for CR types related to the environment (object lo-
cation, feature, action, description, etc). The small
size of these corpora, however, does not meet the
needs of current data-driven methods.

CoDraw (Kim et al., 2019) is a dialogue game
where an instruction giver, who sees a clipart scene
(Zitnick and Parikh, 2013), provides written, turn-
based instructions to a drawer, who needs to recon-
struct the scene. The drawer sees a gallery of ob-
jects (a subset of 58 cliparts) and can place, remove,
resize or flip the objects and can also ask questions
when they wish. Madureira and Schlangen (2023)
have put forward a desiderata for Instruction Clari-
fication Requests datasets suitable for data-driven
research and demonstrated that the CoDraw-iCR
(v1) dataset meets most requirements: Naturalness,
specificity, frequency, diversity and relevance (reg-
ularity, according to the authors, requires further
investigation). Its size (9.9k dialogues with more
than 8k iCRs) also makes it more suitable for neural
network-based models.

3 Fine-Grained Annotation of iCRs

Relying on the existing iCR identification in
CoDraw-iCR (v1), we hereby introduce CoDraw-
iCR (v2). It contains a fine-grained annotation of
the subset of iCR utterances in CoDraw, using cat-
egories that are expected to be directly relevant for
generation (form and content), as summarised in
Table 1.

Motivation In CoDraw-iCR (v1), the annotators
identified, with high agreement, an emblematic dia-
logue act, whose cause and function are demarcated



well: iCRs that happen on Clark’s 4th level of com-
munication, their source utterances (i.e. the utter-
ance where the communication problem originates)
occur during instruction giving, and their purpose
is getting an appropriate response that enables them
to decide how to follow the instruction by making
actions. Their realisation, however, evinces many
other degrees of variation. An adequate instruction
follower model playing the CoDraw dialogue game
has a series of decision-making steps to perform
when it comes to iCRs. It must detect the time to
ask, decide what to ask about in terms of game
objects and actions, and define the surface form
to realise the iCR. The existing annotation can di-
rectly inform the training process for the first, but
the other two are left at the mercy of the capabilities
of end-to-end models to learn them implicitly from
the data. Alternatively, our more detailed annota-
tion can guide the learning process more explicitly
and also enrich the evaluation of generated iCRs.

Procedure The annotation was performed by a
fluent non-native English speaker working as a stu-
dent assistant at our lab and paid according to the
national regulations. The person is a female com-
putational linguistics bachelor student who went
through a learning phase to familiarise herself with
the CR literature and with CoDraw objects and
rules. The annotation instructions were given as
shown in Figure 2. Utterances were then presented
in an internally developed graphical user interface
where all the predefined values were available (see
Figure 3, Step Two). The immediately previous
and next turns by the instruction giver were shown
as context. Some less evident cases were discussed
with the author; the main decisions are documented
in the data repository. The annotation was per-
formed in a period of around 4 months.

Locale Given that iCRs are typically a local
phenomenon (Rodríguez and Schlangen, 2004;
Schlangen and Fernández, 2007; Rieser and Moore,
2005), and also the incremental nature of the task
and the turn-based setting, only one utterance be-
fore and one utterance after the iCR were presented
as context. To validate that assumption, the an-
notator decided whether the previous utterance is
the iCR’s source utterance and whether the next
utterance is or contains a response.

Form We follow the schema proposed by Ro-
dríguez and Schlangen (2004) and annotate the
mood of the iCRs. For each iCR utterance,

Figure 2: Instructions provided to the annotator.

IS IT A CLARIFICATION REQUEST?

0Annotated

13726Total

0Time

T: ---

D: thanks for all of your help !

T: ---

Step One:

Do you agree? 

This utterance was marked as classification request: NO

Yes

Step Two:

You have to complete Part 2 if this dialogue was marked as a clarification request or if it wasn't, but you disagree.

Select a mood for this request

Mood

 Mark true if the CR refers to an instruction from the Teller

 Mark true if the CR gets a response from the Teller

Last turn
Response

Cliparts

Is it possible to know which clipart the CR refer to?

Clipart

If it is possible to know the clipart, select them in these columns, in the order they occur. (you can search a clipart by typing)

Clipart 1 Clipart 2 ambiguous Clipart 4

Clipart 5

Select (if any) the passing categories for this clarification request

Position Size Direction
Relation to other Object disambiguiation Person disambiguiation

BACK NEXT

Figure 3: The GUI with the iCR annotation schema.

the annotator could select among declarative,
polar question, alternative question, wh-
question, imperative and other. Utterances ex-
pressing more than one mood were annotated with
all suitable categories.1

Content The main goal of our fine-grained an-
notation is to have categories grounded in the un-
derlying dialogue game. It is similar to the types
in Gervits et al. (2021), but adapted to CoDraw,
where two aspects are relevant: Objects and ac-
tions. Objects are the cliparts, and actions refer to

1Due to a limitation of the GUI script, the exact order
could not be preserved.
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Figure 4: Overview of the distributions of annotated categories in CoDraw iCR utterances.

the possible manipulations of their attributes: Size,
position, direction and their relation to the scene
and to other objects. Upon a close qualitative exam-
ination of some dialogues, we also identified iCRs
being used to disambiguate between related cli-
parts, either because multiple types exist (e.g. trees
and hats) or, in case of the boy and girl, their pose
and facial expression. Therefore, the content an-
notation was twofold. First, the annotator decided
whether it is possible to identify the cliparts being
mentioned in the utterance. They were grouped in
an aggregate category of quantity (one, two, many
or unknown) and then listed (up to five) in the or-
der they occur. Besides the game cliparts, we also
added a category for the background (which is the
same for all scenes). Following a similar approach
in Rodríguez and Schlangen (2004), we introduced
six ambiguity classes to account for cases when
it was not possible to precisely detect the clipart,
five for specific groups of related objects (tree, ball,
cloud, hat, glasses) and one for other ambiguities.
Then, non-mutually exclusive binary labels were
assigned if the iCR was about an object’s position
in the scene, size and direction, its relation to other
objects, and disambiguation of object or person.

4 Corpus Analysis

In this section, we conduct a detailed examination
of the annotated utterances, among which 8,765
utterances (7,710 types) were identified as iCRs.2

We present a descriptive analysis enriched with
examples of each annotation category, anchoring
them in the linguistic components of the game.

4.1 Locale

The immediately preceding instruction giver ut-
terance is the source utterance (i.e. the utterance
where the communication problem manifests) for
80.26% of the iCR utterances, similar to what is
reported by Purver et al. (2003) but around 15%
less than in the corpus study by Rodríguez and
Schlangen (2004). 78.49% of the iCR utterances
get a response from the instruction giver in the
immediately following turn. For 63.85% of them,
both conditions are true. This corroborates the as-
sumption that iCRs are usually a local phenomenon
in CoDraw, so the context we use is enough for our
purposes of annotating form and content.

2The absolute numbers differ slightly from Madureira and
Schlangen (2023) due to the inclusion of the in-context anno-
tation of duplicate types.



polar is girl angry?
large cloud is left?
so half sun is visible?

wh what are they doing?
which tree and what size?
how are the boys arms?

alternative is she large or small
is the balloon in the air or sitting on the
ground?
right or left or center

declarative i don’t see a baseball available.
you said the tree is on the right side
i don’t understand where the basketball
is supposed to be

imperative describe the boy please.
confirm the boy is about a half inch from
the left of the scene.
please clarify

Table 2: Example utterances for each type of mood in
CoDraw iCRs.

4.2 Form

Examples for each mood are shown in Table 2. The
average number of tokens in iCR utterances is 8.39,
around four times the average length of all instruc-
tion follower’s utterances, which contained a large
portion of very short acknowledgements like ok.
The distribution is illustrated in Figure 4d. They
are realised in many surface forms, ranging from
short and generic (sorry?), to very specific (owl
is med?), to long and verbose (is the girl sitting
or standing i need to know as there are multiple
options and her expression as well). Figure 4a
shows the relative frequency of the ten most com-
mon moods. Polar questions are the most common,
followed by wh-questions and alternative questions.
Declarative and imperative moods are much less
frequent. In 11.5% of the cases, the instruction
follower uses more than one mood, e.g. by ask-
ing more than one CR in a turn, or even integrating
them in the same sentence. Examples with multiple
moods are which way is the bolt and is it touching
the ground or above it? (asking about two differ-
ent attributes with a wh-question and an alternative
question) and which tree? apple or bushy tree? (re-
fining the first wh-question to make the CR more
specific with an alternative).

4.3 Content

We now turn to analyse the two aspects of iCR
content, namely objects and manipulable attributes,
which directly map to the game objects and actions.
As we will see, the iCRs cover all available objects
and are well distributed among actions.

position campfire on right or left edge?
tree top and left edge cut?
so the girl is in the middle of the scene?

relation left handle touching sun?
where is the soda located on the table?
which hands are they holding things?

direction facing left or right?
which direction is rocket facing?
cat facing left or right

size ok and girl size
sun big?
are you sure the tree is large?

amb. person does he look happy or surprised?
happy or sad girl?
is she standing?

amb. object is the tree pointed at the top?
what is the color of hat?
does the cloud have rain or lightning

Table 3: Example utterances for each type of attribute
in CoDraw iCRs.

Attributes Table 3 shows examples of utterances
seeking to clarify each attribute. In Figure 4b,
we see the relative frequency of each attribute in
CoDraw iCRs. While object disambiguation is
somewhat less frequent, all other types occur more
evenly, each in around 20% of the iCRs. Attributes
are not mutually exclusive: While 82.87% of the
iCR utterances refer to only one attribute, 14.15%
mentions two. Three and four attributes occur to-
gether in less than 2% of the iCRs and are inter-
esting cases of very detailed clarification requests.
For example, the utterance is she sitting, and is
she in the sandbox or on the right of it outside? is
about position, relation and ambiguous person and
how close to the bottom are their feet? i have the
crown and the boy’s hands over grass line. are they
smaller? is about position, size and relation. The
frequency of attribute co-occurrence is depicted in
Figure 4e. Position and direction occur very often
with relation. Disambiguations of objects occur
more rarely with other attributes. We observe some
patterns in the ways iCRs are realised for each at-
tribute. The ten most common initial bigrams are
shown in Figure 6.3 Some bigrams, especially the
first ones, look very predictable given the attribute
(for instance, keywords like where, close and far
are relevant for positioning and way, facing and
direction are indicative of direction). On the other
hand, is the is a versatile initial bigram which is
frequent for all attributes. This is pertinent infor-
mation to be integrated during generation, so that
the iCRs sound natural and purposeful.

3Here, initial ok or ok, tokens are excluded.
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Figure 5: The ten most common tokens (excluding stopwords) associated with each game object in iCRs. The
percentages are the relative frequency over all iCR utterances. Clipart images from Zitnick and Parikh (2013).
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Figure 6: Ten most common initial bigrams for each
iCR attribute category.

Objects When it comes to the game objects, the
relevant aspects are quantity (how many objects are
mentioned in an iCR), frequency (which objects
lead to more need to clarify) and co-occurrences
(how the relations between specific objects need
to be clarified). In terms of quantity, in Figure 4c
we see that 58.28% of the iCRs refer to only one
object, and a considerable portion refers to two
(32.29%). The relative frequency of all 58 game
objects (and the background) in the set of iCRs and
the most common vocabulary associated to each of
them is shown in Figure 5. The person cliparts are
the most common.4 Next comes the background,
whose horizon is commonly used as a point of ref-
erence when positioning objects. The three types
of trees are also a common subject. Multiplicity
is, however, not an explaining factor on its own,
because the different hats and glasses appear much
less often. Objects frequency in iCRs is actually
positively correlated with their frequency in the
scenes (Spearman ρ = 0.82). To explore it in more

4For illustration purposes, only one pose for the boy and
the girl is shown in Figure 5.
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Figure 7: Dialogues with at least one iCR about each clipart, normalised by their frequency across scenes.

detail, Figure 7 shows, for each object, the per-
centage of times they triggered at least one iCR
in a dialogue among all scenes in which they ap-
peared. Higher percentages mean that the object
is frequently involved in communication problems
when it is in a scene. The boy and the girl, each
of them occurring in more than 90% of the scenes,
very often require clarification. This is likely due
to their various poses and facial expressions that
require disambiguation and also to their relation to
other cliparts (for instance, hats on their heads or
their hands holding objects). The thematic category
of large objects and some objects in multiple forms
(cloud and tree) also bring on many iCRs. However,
some ambiguous objects, like chef hat and pirate
hat or glasses and sunglasses, very rarely trigger
clarification.5 Figure 9 shows the co-occurrences
of cliparts, with distributions by row. We can see
clusters in ambiguous objects like balls and clouds,
but semantically related objects like shovel and
sandbox, racket and baseball bat, and table and
pizza also tend to co-occur. Persons and the back-
ground occur often with almost all other objects.
In Figure 4f, objects are grouped into thematic cat-
egories. Besides the evident ubiquity of person and
background, some less obvious relations become
clear: hats and balls, sky objects and glasses, sky
objects and trees, balls and clouds.

4.4 Interrelations

The distribution of attribute for each object cate-
gory and mood is shown in 8. Polar questions are
often used to clarify relations, while alternative and
imperative are common to disambiguate persons.
Wh-questions and declarative are used more uni-

5Further investigation is necessary to understand if they
indeed trigger precise referring expressions. There may also
be an effect of the subset of available cliparts in the gallery.
Although many hats exist in the game, if the gallery shown
to the instruction follower only contains one type, no disam-
biguation will be needed even in face of an underspecified
instruction.

formly for all attributes. When grouped by thematic
category, we see that relation is a predominant topic
for almost all groups (note, however, that relations
always include more than one clipart in the count).
Glasses and hats very often require object disam-
biguation. For sky objects and trees, position is
also a usual topic.

amb.
obj

amb.
person

direction position relation size

ambiguous
animals

background
balls

clouds
food

glasses
hats

large objects
person
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toys

trees
alternative
declarative
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other
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Figure 8: Co-occurrence of clipart categories and mood
with attributes, distribution by row in %.

5 Conclusion

We have analysed the manifestation of Instruction
Clarification Requests in the CoDraw dataset in
terms of form (mood and length) and content (ob-
jects, attributes and their co-occurrences) and some
of their interrelations. Our findings further support
the argument that the CoDraw data collection set-
ting was an effective means to elicit iCRs. Even in
its controlled environment with a limited number of
actions and objects, the resulting iCR utterances are
very diverse in their surface form and very fertile
in their content. With the release of the annotated
data, the community gains a larger resource with se-
quential, spontaneous iCRs in turn-based dialogues.
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Figure 9: Co-occurrence of objects, distribution by row in %.

We aim to encourage more research on modelling
clarification requests in instruction following inter-
actions, and also to enable more detailed evaluation
of iCR generation.

Limitations Given the need for large scale cor-
pora for data-driven methods, trading some of the
ecological validity in the annotation process for
machine-learnability was necessary. Due to the
availability of resources for this project, the anno-
tation was performed by only one annotator, thus
inter-annotator agreement could not be measured.
Still, the quality of a sample was verified by the
author to during the initial annotation phase. The

scenes were not available during annotation, so
clipart annotation can contain misunderstandings.
The macro categories for ambiguous cases help al-
leviate that, but we still observed that misclassifica-
tions occur in some cases. The annotator worked on
utterance level but, as we showed, some utterances
contain non-iCR content or multiple categories. A
possible enhancement is to further segment utter-
ances in order to allow each category to be mapped
to sentences or phrases (for mood and attribute) and
to tokens or phrases (for objects and their referring
expressions), and also to identify the tokens that are
unrelated to the current iCR. For the portion of the



iCRs whose source utterances occur further back
in the dialogue context, or whose responses are not
given in the next turn, we currently lack annotation
that would allow full examination of their context.
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