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Abstract

This paperdescribesan extensionof rRuDI, a dialogue
system componentfor ‘Resolving Underspecification
with Discourselnformation’ (Schlangeret al., 2001).
The extension handlesthe resolution of the intended
meaningof non-sententialitteranceshat denotepropo-
sitions or questions. Someresearcherfiave obsered
thattherearecomplex syntactic semanti@andpragmatic
constraintson the acceptabilityof suchfragments,and
have usedthis to motivateanunmodulararchitectureor
their analysis. In contrast,our implementatioris based
on a clear separationof the processe®f constructing
compositionabemanticof fragmentsrom thosefor re-
solving their meaningin context. Thisis shavn to have
certaintheoreticalindpracticaladwantages.

1 Intr oduction

Non-sententialitteranceshatdenotea proposition
or aquestiorarepenasivein dialoguesThispaper
describesn extensionof RUDI, a dialoguesystem
componentor ‘ResolvingUnderspecificatiomvith

Discourselnformation’ (Schlangeret al., 2001).
The extension handlesthe resolution of the in-

tendedmeaningof suchfragmentsin the context

of schedulingdialogues. The systemmodelsthe
behaiour of fragmentswhich areusedto perform
two typesof frequentlyoccurringspeechacts: (a)

guestionansweringasin (1); and(b) whatwe call

guestion-elaboratiolr Q-Elab (following SDRT,

(Asherand Lascarides1998)). Q-Elabis a sub-
classof questioningvhereall answergo the ques-
tion elaboratea plan to reachthe goal of a prior

utteranceijllustratedin (2).

(1)  A: Whattime on Tuesdayis goodfor you?
B: 3pm./ B’: #At 3pm./ B”: #Thehotel.

(2)  A: Let'smeetnext week.
B: (OK.) Thursdayatthreepm?

Our claim is that resolvingthe intendedmeaning
of fragmentds a by-productof establishingvhich
speechact was performed,i.e. of establishinghe
coheenceof the fragments contribution to the di-
alogue.Differentspeectactsimposedifferentcon-

straints: coherentshort answersmust meet cer
tain syntacticconstraints(which predictB’ in (1)
is incoherentandsemanticconstraintgwhich pre-
dict B” is incoherent)while Q-Elabimposescon-
straintson contentbut not on syntax.

In contrastto (Ginzhburg and Sag,2001),hence-
forth G&S), who incorporatecontextual resolution
of fragmentsinto the grammar(see Section4),
we offer a fully compositionalanalysis,separat-
ing grammarfrom pragmaticprocessing.This has
threeadvantageskFirst,thegrammaticabnalysisof
fragmentss uniform; contextual variationin their
meaningis accountedfor in the sameway as it
is for otheranaphoricphenomenayia inferences
underlyingdiscourseupdate. This yields the sec-
ond adwantage:resolvingfragmentsis fully inte-
gratedwith resolvingotherkindsof underspecifica-
tion, suchasbridging (Clark, 1975). For instance,
the systemresolesB in (1) to mean“3pm on [the
TuesdayA wasreferringto] is goodfor B”.* Third,
it enablesusto make only thosesemantiadistinc-
tionsthatarerequiredoy thedialogue-purposeror
example,thefragmentin (2) will in our systembe
resohed with a genericgood_time predicate ab-
stractingover possibleresolutiondik e “How about
we meeton Thursdayat ... ?” or “Can you make
Thursdayat...?".

In the next section, the theoretical basis of
the dynamic semanticapproachrealisedin RUDI
will be described:in a nutshell, an (underspeci-
fied) compositionalsemanticrepresentationf the
current clauseis constructed(see Sections2.1
and2.2),whichis usedto updatetherepresentation
of the discoursecontext. The co-dependentasks
of computingspeechactsandgoalsandresolving
semanticunderspecificatiorare tackled as a by-
productof computingthis update.For this, we use
SgymenteddRT (SDRT, (AsherandLascaridesin
press)),whereupdatecomputeghe pragmatically
preferredinterpretation(seeSection2.3.1). This
is formulatedwithin a precisenonmonotonidogic,

1Detailsontheresolutionof bridgingrelationscanbefound
in (Schlangeretal., 2001);we focushereon the new treatment
of fragments.



in which one computeshe rhetorical relation (or
equialently, the speechact type) which connects
the new informationto someantecedentitterance.
This speechact placesconstraintson contentand
possiblyeven on the form of their algumentsand
alsoonthegoalsof theutterancestheseconstraints
sene to resolhe semanticunderspecificatiofSec-
tion 2.3.2).In Section3 we thendescribehow this
formalisationis implementedn our computermro-
gram,andwe give aworkedexample.We conclude
with a comparisonwith relatedwork (Section4),
andwith anoutlookon furtherwork (Sectionb).

2 Theory

2.1 A Compositional Semanticsfor Fragments

For compositionakemanticanalysiswe useMini-
mal RecursionSemantic{MRs, (Copestak et al.,
1999)),a languagen which (setsof) formulae of
a logical language(the baselanguage) canbe de-
scribedby leaving certainsemantidistinctionsun-
resohed. This is achieved via a stratgy that has
becomestandardn computationakemanticge.g.,
(Reyle, 1993)): one assigndabelsto bits of base
languageformulae so that statementsabouttheir
combinationcan be madein the ‘underspecifica-
tion’ language. The (first-order) models of for-
mulae of this latter languagethen canbe seenas
standingin a direct relation to formulae of the
baselanguage;M E ¢ thenmeanshatthe base-
languagdormulacorrespondingo M is described
by the MRs ¢.2 By way of example,(3) shavs an
MRS-representationf “Everyonelovessomeone”,
whereso called elementarypredicationgEPS) are
labelledwith handles(h,,), with A beingthe top
handlethatoutscopesill others; hy =, hy' stands
for an‘outscopestelationbetweererswhereonly
guantifierscan be scopedin betweenh, and hs;
prpstnrel signalsthatthe MRs describesa propo-
sition.

(3) (h,e,{h:prpstn_rel(h1), ha:lovev_rel(e,z1,z2),
he : _every_rel(x1, hs, hg),
hio:-person_rel(x1),
hi1:_some_rel(z2, hi2, h13),
hi4:_person_rel(z2)},

{ h1 =q h2,hg =¢ h10,h12 =q h14 })

The compositionalsemanticsof fragmentsleaves

more information unresohed than just semantic
scope,however. All we know aboutthe meaning
of fragmentdik e thosein (1) and(2) independent

2The authorsdo not provide sucha semanticsor MRSs in
(Copestaketal., 1999),but it is relatively straightforvardto do
so, for examplealongthe lines of (Eggetal., 2001),or, aswe
usein our system,(AsherandLascaridesin press).Also note
thatwe do not make ary assumptiongboutthe baselanguage
andits logic here;the descriptionsarecompatiblewith it being
static first order predicatelogic, or a dynamiclogic like DRT
(KampandReyle, 1993).

from their context is: (@) they will resohe to a
propositionor a questiorrespectiely, of which (b)
the main predicateas unknown, but (c) onepartici-
pantin the main eventis specifiedalthoughits ex-
actrole isn’t. We representhis with ananaphoric
relation unknownrel, and so the NP-fragment‘3
pm” (regardlesf thecontext it standdn) is repre-
senteds:

(4) (h,e,{h:prpstn_rel(h1),
ha:unknown_rel(e, x),
he:def rel(x, hg, hg),
hio :numbered_hour_rel(z,15)},
{ h1=q h2, hg =¢ h1o })

The unknownrel actsasa ‘place-holder’for a po-
tentially complex sub-formulaymorepreciselyit is
a constrainton the form of the described(base-
language)formulae, namely that they contain at
this placea subformula,which in the caseof (4)
musthave e andz amongsits variables. It is im-
portantto notethatunknownrel is not a seconcor-
der variable,and it is not somethingthat simply
getsreplacedby a predicatesymbol of the same
arity. Ratherunknownrel is a constrainimorelike
the=,-constraintsconstrainingheform of thede-
scribedformulae. It is anaphorichecauséhe sub-
formulathatis to beinsertedat this pointin thede-
scribedformulais not known by the grammay but
mustbe provided by the context. Procedurallythe
relationcansimply beunderstoodsa signalfor at-
tentionto aresolutionmechanismyewill describe
this mechanisnbelow in Section3.

PP-fragmentdliffer only in that a further rela-
tion (correspondindo the preposition)is present.
We implementedour semanticanalysiswithin the
wide-coverageEnglish ResourceGrammar(ERG,
seehttp://lingo.stanford. edu), in which
functional prepositiondlike that in (5) are repre-
sentedn the MRS, eventhoughthey might eventu-
ally translatanto thetrivial (i.e.,alwaystrue)pred-
icate T in thebasdanguagée®

(5)  A: Onwhattime did we agreefor the
meeting?— B: On3 pm.

We exploit this featurehere representindd’s reply
in (5) asshown in (6). Notethatthe handleof the
EP correspondingdo the prepositionis constrained
to be subordinateo that of the unknownrel (i.e.
ha < hg), notjust =,. Thisis becausahis un-
knownrel canresole to a complex formula con-
taining not only the predicatefor the phrasalverb
that selectsfor on, but possiblyalso other scope-

S3Thisis independentlynotivatedbecausé makesthegram-
marmonotonid(i.e., everylexical itemintroducesanep, andthe
LF of amothernodecontainsall thoseof its daughters)a prop-
erty thatis desirablefor generation(Shieber 1986). We will
male useof this featurebelow in section2.3.
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Figurel: An extractof the constructiorhierarchyfor fragments

bearingelementghat arent quantifiers,eg. in the

contet of a questionlike “what time might Peter

agreeon?”.

(6) (h,e,{h:prpstn_rel(h1),
ho:unknown_rel(e, ),
hs:_on_rel_s(e,x),
he :def _rel(z, hg, ho),
hio :numbered_hour_rel(z,15) },

{ h1=q h2,hg =q h10,h2 < hs})

2.2 A Grammar of Fragments

The grammarrules that producetheseMRss are
relatively straightforvard. Fragmentsare treated
as phrase$, possibly modified by adwerbs. As

(7) shaws, only scopallymodifying adwerbsareal-

lowed.
(7 A: Whenshallwe meet?

B: Maybeat3 pmon Sunday/ *Quickly at3pm
on Sunday

We will allow both sententiaimodification,where
an adwerb attachesto an S[frag], and ‘VP’-
modification,wherethe adwerb is selectedby the
fragmentrule (eg. “not 3pm”). Semantically the
differenceamountsto whetherthe whole proposi-
tion (which is to be resohed)is modified or only
theunknownrel.

In a pseudophrase-structuraotation,the rules
are of the form ‘S-frag — (ADV) XP'. We for-
malisethis in a versionof HPSG that allows con-
structions(Sag,1997),i.e. phrase-typethat make
asemanticontribution. Thefragment-signareor-
ganisedhlongthreedimensionsasshovnin Figure
1: the messageype,i.e. whetherthey resolhe to a
proposition,a questionor a requestwhetherthey
aremodifiedby anadwerbor not; andwhatthetype
of thearguments (i.e., whetherit' s for examplean
NP-fragmenbr a PP-fragment).

Figure 2 gives an NP-fragmentsign in a tree-
style notation. It shavs how the conTent of the
fragmentakentencéan MRS in AvM notation)is a
combinationof the contribution of theconstruction

4This goesbackto (Morgan, 1973); explicit rules can be
foundin (Barton,1990). We ignorefor nov more complicated
exampledike ‘A: DoesJohndevour or nibbleathisfood?— B:
Oh, Johndevours.

(c-coNT) andthe contentof the fragment-phrase,
with the index of thatphrase() beingthe argu-
mentto the unknownrel comingfrom C-CONT.

Note that sincethe semanticrepresentationdo
not needary informationaboutthe context of the
utterancethe grammaticatulesdo not needto as-
sumeary additionalmachinerythatis notindepen-
dently motivatedin the ERG. Further sincethese
rulesareimplementedn awide-coveragegrammar
they areshown to be compatiblewith the analyses
of awide variety of linguistic constructions.

2.3 DiscourseUpdate and Resolutionof
Underspecification

2.3.1 SDRT

As we said earlier, we use SDRT to computethe
pragmaticallypreferredupdateof the context with
new utterancesTheco-dependertasksof comput-
ing speechactsand goalsand resolvingsemantic
underspecificatiorare tackledas a by-productof
computingthis update. This updateis formulated
within a precisenonmonotonidogic, in which one
computesthe rhetorical relation (or equivalently,
the speechacttype)which connectghe new infor-
mationto someantecedentitterance.This speech
actplacesconstraintson contentandpossiblyeven
ontheform of theiragumentsandalsoon the so-
calledspeet actrelatedgoalsor SARGS (theseare
the goalswhich arecornventionallyassociatedvith
utterancesf variousforms; see(Asherand Las-
carides,1998)for details). Theseconstraintsene
to resolhe semantiaunderspecification.

The rhetoricalrelationswhich arerelevanthere
are® Q-Elab(a, 3), QuestiorElaborationwhere
is aquestionwhereary possibleanswetto it elabo-
ratesaplanfor achieving oneof the sARGs of «, as
in (2); andIQAP(«a, 8), Indirect QuestionAnswer
Pair, wherea is a questionand 8 corveys infor-
mation from which the questionercaninfer a di-
rectanswerto a, asin (1).5 Notethatthesespeech

5rUDI computesother speechacts as well, suchas plan-
correctionandplan-elaboation, but currentlyonly for full sen-
tencesandnotfor fragments.

6We only look atfragmentshataredirectanswersere;this
is a subclasof IQAP wherethe directanswerfollows trivially
from S.
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Figure2: “Peter” asa declaratve fragment.

acttypesarerelations(cf. (Searle,1967)),to re-
flectthatthe successfuperformancef the current
speechactis logically dependentn the contentof
anantecedenttterancde.qg.,successfullyperform-
ing the speechact IQAP, aswith ary type of an-
swering,depend®nthecontentof thequestiony).
These speechacts are computedvia default
rules;thosefor Q-ElabandIQAP aregivenbelow.
In theserules, (7, a, 8) meansg is to be attached

to a with arhetoricalrelation(« andg labelbits of
content)\whereq is partof thediscoursecontext 7;
a :7? meanghat« is aninterrogatve,and A > B
meandf A thennormally B:”

(8) Q El ab: ({1,a,8) A B:?) > Q-Elab(e, B)
| QAP: {r,a,8) A :?) > IQAP(, B)

Q El ab stipulatesthatthe default role of a ques-
tion is to help achieve a SARG of a prior utterance.
| QAP stipulateghatthedefaultcontributionof are-
sponsdo a questionis to supplyinformationfrom
which the questionecaninfer ananswer Thusin-
ferencesabout speechacts, and henceaboutim-
plicit contentand goals, can be triggered(by de-
fault) purelyonthe basisof sentencenoods.

One main tenetof sDRT is that it is desirable
to separatehe logic of information contentfrom
that of information padaging (the logic in which
constructindogical form takesplace),becausehe
former will be at leasta first-orderlanguage and
hence undecidable,whereasconstructinglogical
forms should be a decidableundertaking(Asher
andLascarides]998& in press)MRSscanbeseen
aspartof thelatterlogic. Sincetheunderspecifica-
tion arisingfrom fragmentscanberesohedon this
descriptionlevel, we areonly concernedherewith
MRSs and can neglectthe DRss they aremeantto
describan thistheory

2.3.2 Fragmental Questionsand Answers

We now addressresolvingthe underspecification
indicatedby unknownrel. In particular we ar-
guethat thereare certain constraintson the form
of fragmentsthat standin an IQAP-relationto a
prior utterance,whereasQ-Elab-fragmentsneed
satisfy only semanticconstraints. Thesediffer-
ent constraintscan be motivated with a look at
the semanticof the speechactsgiven above. Q-
Elabs constraintheir agumentson the level of
discourseplans, i.e. on a purely semanticlevel,
wheread QAPs connectthe utterancesn atighter
way, given the semanticsof answerhoodwith its
function-applicationaspect. Note that thesecon-
straintsare not mutually exclusive, and so an ut-
terancecan standin both of theserelationsto the
contet.

Syntactic Parallelism in Fragmental Answers
We begin with alook atcomplementjuestiondik e
(9) below. Intuitively, one cansaythatthereis a
‘hole’ in suchquestionsmarked syntacticallyby
the wh-phraseand semanticallyby a variable (be
thatboundby a A-operatoyasin (Groenendijkand
Stokhof,1984)or by a quantifier asin the ERG).

7(AsherandLascarides1998)shav thattheserulescanbe
derved from a precisemodelof rationalityandcooperatiity.



(9)  A: Whatdatedid we agreeon for themeeting?
B: Not (on) next Monday

Thisinitially suggestshatto resole the contentof
thefragment,onecould attemptto do syntacticre-
construction,'plugging’ the syntacticstructureof
thefragmentinto the (syntactic)hole’ in theques-
tion (cf. (Morgan,1973)). Unfortunately asG&S
attest,sucha stratayy fails for somecasesgg. for
(9) above: “we agreedon not next Mondayfor the
meeting. is notawell-formedsentence.

Ontheotherhand,G&S alsoattestthata purely
semantiaeconstructionwherethe semantiaepre-
sentatiorof the fragmentis ‘pluggedinto’ the (se-
mantic) ‘hole’ in the question,is also unsatiséc-
tory. Certaingrammaticalidiosyncrasiesseemto
persistbeyond sentencédoundaries.This canalso
be shavn with (9). The prepositionin the question
is generallyconsideredo be semanticallyempty
andto only sene a grammaticalfunction. Nev-
erthelessponly this particular semanticallyempty
prepositiorcanoccurin afragmentabnsweto this
guestion(althoughit is optional). If all we haveis
a logical form of the fragmentphrase we cannot
expressthis restrictionon the form of thatphrasé®
Moreover, we couldn't rule outsuchfunctionalPPs
asanswergo NP-questionssincethesePPsarenot
distinguishablesemanticallyfrom NPs.

Another English examplewith which this syn-
tacticparallelismcanbeshavnis (10) (from G&S,
p.300). Here the fragmentalanswersmust be of
the syntacticcategory requiredby the verbin the
question(vpP[bsd andvP[inf], respectiely), even
thoughthe semanticobjectsdenotedby thesevps
presumablareof the sametype?

(10) a. A:Whatdid hemake youdo?
B: Sing
b. A: Whatdid heforceyouto do?
B: To sing.

We cannow formulatea preliminaryversionof the
constrainon fragmental QAPs:10

| QAP-frag: IQAP(a,3) A frag(B) —
syn-paa, 8) A resolve(a, 3)

(11)

In words, if a fragmental utterance answers
an antecedenguestionca, then a certain (yet to

8As we said earlier suchsemanticallyempty prepositions
arein factrepresenteth the MRss producedby the ERG; MRSS
however are descriptionsof logical forms, and keepingthese
empty prepositionsin is a way of retainingsyntacticinforma-
tion. We will exploit this in the resolutionstratgy described
belaw.

9For a further discussionof the exact extent of this paral-
lelism see(Schlangen2002).

10Giventhesemanticof therelationresolveexplainedbelaw,

IQAP-fragmentsareall directanswers.

be specified)syntactic-parallelisnhasto hold be-
tweena andg (notethatthis meanshat syntactic
informationmustbeaccessibléo thisrule),andthe
semantidnformationcontainedn a mustbe suffi-

cientto resohe the underspecificatiom 3.

G&S set up the syntacticparallelismas iden-
tity of category betweenwh-phraseandfragment-
phrase.However, this analysiscannotbe straight-
forwardly extendedto questionswhere the wh-
phraseis an adjunct rather than a complement,
suchas “When shall we meet?”. The wh-phrase
of this questionis a PP and yet acceptableshort
answergo it includeNPssuchas“threepm”. Fur-
ther, it seemgquestionableo stipulatethatthewh-
phrasein a questionlike “what time should we
meetat?” (which can be answeredwith a PP-
fragment)is syntacticallya PR Thus strict iden-
tity of syntacticcategory of questionand answer
seemstoo strong. We will realisethe syntactic
parallelismwith a combinedsyntactic/ semantic
constrainton resoled fragments,as describedn
Section3. Our analysisof shortanswersto both
complement-questionge.g., “What time did we
agreeon?”) andadjunct-questiong.g.,"Whendid
we agreeto meet?”)will beuniform.

One use of Fragmental Questions Fragmental
questionscan be usedto help further the purpose
of a dialogue: (12) gives examplesof successful
andof unsuccessfuragmentalQ-Elabs.

(12)  A: Let'smeetnext week.
B: (OK.) Monday?/ On Monday?/ #3 pm? /

#Peter? #Week3 of term?

To rule out the infelicitousrepliesin (12) we do
notneedto look attheform of theantecedentom-
plying with the semanticconstraintsimposedby
Q-Elabis enough. In this domain,the speechact
relatedgoal of an utterancex is to identify atime
to meetwithin sometime interval (which we call
SARG,,). Soif aquestion3 proposesitime¢g that
is includedin SARG, (i.e., temp_inc(SARG,, tg)
holds),thenall answerdo g will elaboratea plan
to achieve o’s goal, asrequired:someanswerge-
strict the searchto ¢, while the othersrule out ¢
from the search.Hence,the only constrainton Q-
Elabwe needhereis thefollowing (see(Schlangen
etal., 2001)for further detailsof theinterplaybe-
tweenspeechacts,semanticandgoals):

(13) QEab:

Q-Elab(a, 8) — tempinc(SARG., t3)

All the infelicitous repliesin (12) are now ruled
out: thefirst becausef uniquenesgonstrainton
antecedentto anaphoriadefiniteslike “3pm”; the
seconcbecausét can't resoleto aquestionwhich
satisfiesthe constraint(13). “Week3...” is also



ruled out asa Q-Elab, sincethe time interval re-
ferredto is identicalto the SARG of theantecedent.
It is neverthelessa coherenteply, standingn are-
lation of Clarification to A’'s utterancewhich we
do not dealwith in this paper G&S analyseclar
ification questionsput to distinguishbetweenthis
speechactandthe speechactof Q-Elabwould re-
quirethemto complicatetheir grammaticalanaly-
sisconsiderably!

3 Implementation
3.1 Overview of the system

Reflectingthe modularityof the underlyingtheory,
RUDI dividestheupdateprocessnto severalstages.
We only give a brief overview of the systemhere,
referringthe interestedeaderto (Schlangeretal.,
2001)for detailson the algorithm. We have made
somechangedo the set-up(besidesaddingresolu-
tion of fragments)though whichwill bedescribed
in somemoredetailbelow.

The structureof the systemis shavn schemati-
cally in Figure3. Theinputto thesystemareMRss
comingout of the grammar As mentionedabove,
we have modifiedawide-coverageHpPsG (the ERG)
to producerepresentationfor fragmentsas well.
Thechangesequiredfor our analysisof fragments
weremoderateaboutonehundredinesof codein
a grammarcomprisingseveral tenthousandines.
This grammaris executedby a parsey the LkB
(Copestak, 2002). The initial stageaddsto the
MRS of the chosererG-parsepredicatesvhich ab-
stractaway from certainsemanticletails for exam-
ple aboutwhich actionspermitmeetingata certain
time andwhich don't. At the next stage,anutter
ancein the contet is chosento which the current
one can be attachedvia a rhetoricalrelation, and
thisin turndeterminesvhich antecedentareavail-
able. The preferencds to attachto the prior utter
ance;this defaultis derivablein the logic of SDRT
from assumptiongboutcooperatity andrational-
ity, but sincethis derivationis contet-independent,
thepreferences hard-codedere.

The speechact(s) of the current utteranceis
(are) theninferred non-monotonicallyfrom infor-
mationaboutthe antecedenandthe currentutter
anceandaxiomslike thosegiven above for IQAP
andQ-Elab. Herewe deviate from (Schlangeret
al., 2001), wherewe exploredto what extent we

n fact, we do not have a speechact Clarification assuch
in ourtheory but rathermodelthe semanticeffect of suchutter
ancedy acombinatiorof Elaboration andQ-Elabh Thekind of
clarificationsG&S analyse namelythosewherethe contentof
the previous utteranceis being clarified (ratherthanthe inten-
tion behindmakingit), do exhibit syntacticparallelismlike the
short-answersliscussedibore. Eg. “Peterrelieson Sandy —
Onwhom?”. SuchutterancesrealsoQ-Elabs, but thesyntactic
constraintareon the speechactElaboration.

can make the reasoningaboutspeech-actsnono-
tonic. We decidedthat for further extensionswe

needto fully implementthe non-monotonicthe-

ory specifiedby SDRT. For this we implemented
an automatedheoremprover for the fragmentof

the nonmonotoniclogic (Common SenseEntail-

ment)employedin SDRT to computerhetoricalre-

lations. (For detailsaboutthe theoremprover see
(Schlangerand Lascarides2002).) Therules(8)

for inferring IQAP andQ-Elabgivenabove canbe

passedlirectly to this theoremprover.

Thenext module,sa_cnst r, testswhetherthe
monotonicconstraintson the speechacts(for our
application,theseare given by the rules (11) and
(13)) are all satisfied. After satisfyingthe con-
straintsthe SARGS are computedandary remain-
ing underspecificatiois resohed;in alaststep,the
contet is updatedwith theresolhedrepresentation
of the currentutterance.

3.2 A Worked Example

Weillustratehow fragmental QAPs areresoledin
the systemwith example(1) from theintroduction,
repeatechereas(14). The MRs-representatiomf
the questionis shown in (15); that of reply B was
alreadygivenabovein (4).

(14)  A: Whattime on Tuesdayis goodfor you?
B: 3pm./ B’: #At 3pm.
(15) (h1,e2,{h3: which_rel(z6,hr,hs),

hg : time_rel(xe),
hg : _on_temp_rel(e11,z6,213),
hi4 : dofw_rel(z13,”TUE”),
hie : def np_rel(z13, hi7, h1s),
hao : _good_rel(es, x¢),
hao : -for_rel(e2z2,e2,T24),
has : pron_rel(x24),
hae : def-rel(z24, hat, hag),
hi :int_rel(hs2)},
{ h7 =q hg,h17 =q h14,
ha7 =q has, ha2 =¢ h20})

In the implementation,the two predicatessyn-
par andresolvefrom constraint(11) arecombined
into one predicater esol ve which is computed
in three steps: first, the questionMRS is trans-
formedinto a“ A-abstract” or equivalently, thesub-
formulathatwill fill the positionindicatedby the
unknownrel is identified, see(16-a) second this
is “applied” to the fragmentmeaning(i.e., there-
placements made),see(16-b) (the addedmaterial
is printedindented ., andhl,,, e ande), andz and
xg areidentified);andthird, thewell-formednessf
theresultis checled.

This well-formednesgonstraintis not a testfor
parallelismbetweenwh- andfragment-phrasésee
earlierdiscussion).Rather we checkwhetherwe
can“assemble”a well-formed MRs from both ut-
terancesit mustbe possibleto partitiontheresult-
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Figure3: Flowchartof thealgorithm

ing MRS sothatall partitionsaresemantiagepresen-
tationsfor verb-relationstheir algumentsor possi-
bly their adjuncts. This is the casefor our exam-
ple, asthereadeiis invited to check.It wouldn't be
for answeB’ from (14),becausderethefragment
bringswith it arelationcorrespondingo apreposi-
tion thatisn’t matchedn the materialcomingfrom
thequestion.
(16) a. {

hg : _on_temp_rel(e11,x6,213),
hisa : dofw_rel(z13,”TUE”),
hie : def np_rel(z1s, hi7, hig),
hoo : -good_rel(ez,x¢),
hoo : _for_rel(e2z2,e2,x24),
hos = pron_rel(zas),
hae : def rel(x24, ha7,hosg) }
K :prpstn_rel(h)),
hl, :unknown_rel(e, x),
hzo : _good_rel(eh, xg),
hag : _for_rel(e),,e,, xh,),
hg : _on_temp_rel(e};,xg,x}3),
his : dofw_rel(z},,”TUE"”),
hie : def nprel(c) 4, hi7, hig),
has : pron_rel(z,),
hae : def_rel(xh,, by, hhyg),
hi: def _rel(z, by, hy),
hio:numbered_hour rel(z, 15)},
{ h’1 —q h’2, hg =q h’10 )

This formulation of the well-formednesondi-
tion reliesontwo featuref the ERG: first, adjunct
guestiongntroducean underspecifieghreposition-
relationin the MRS, as seenin (17); second,as
alreadymentionedall lexical items,including se-
mantically empty ones, introduce an Ep. This
meansthatin effect we usethe syntacticinforma-
tion containedin the MRss to modelthe syntactic
parallelismG&S noted. This seemsto work for
English,and makes our implementatiorrelatively
simple. We stresshere thoughthat this is not a
crucial point of the underlyingtheory, which sim-
ply demandshatsomesyntacticinformationis ac-
cessibleto constraint(11). We discussother ap-
proacheghatusesuchmixedsyntacticandseman-
tic representationiselow in Section4.

To give anotherexample, “on Monday” is ac-
ceptedasananswetrto “when shallwe meet?”(see
(17) below) becauseafter applyingthe questionto
the fragment,the variable that denotesthe Mon-
day will be agumentof the unspecdloc_rel intro-
ducedby “when”. Thewell-formednesgonstraint
involving partitionsabove forcesthis underspeci-
fied relationto resohe to the EP correspondingo
the“on” from theanswer

Our approactpredictsthata questionlik e “what

(17) (h1,e2,{h1:intrel(hao),

his :meet_rel(es, T10),
his:unspeclocrel(es, z4),
hs :which_rel(za,hg, hr),
hg:temp_rel(zs4),
hi1:def_rel(z10,h12,h13),
hg:pron_rel(zi0)},

{ h2o =q h1s,hs =q h3,h12 =4 ho})

did we agreeon?”, where there is a functional
preposition in the question, can be answered
both with a PP-fragment,jn which casethe two
preposition-relsare equatedandwith just an NP-
fragment,which is 3-reducedinto the algument-
position of the preposition. PPs(both with func-
tional and with lexical prepositions)are ruled
out asanswergso NP-questiondecauseherethe
well-formednesscheck fails, since there is no
preposition-relin the questionthat would match
thatin theanswer

We turn now to the resolutionof Q-Elabs. As
explainedabove, thereis no specificconstraintfor
fragmentalealisation®f Q-Elabs,andsoin anex-
amplelik e (18) only thetemporalexpressioris re-
solved, in the way explainedin (Schlangeretal.,
2001). B' in the examplebelow is predictedto be
incoherensimply becausé doesnt provideatem-
poralexpression.
(18)  A: Let'smeetnext week.
B: Tuesday? B': #Peter?

4 RelatedWork

As mentionedin the introduction, G&S offer a
non-modularapproachto the resolutionof short-
answergand someotherfragmentalspeechacts).
(19) shavs avery schematiaepresentatioof their
approach.

(29) S:

Peterwalks

QUD — NP: Peter

Whowalks? |

Peter

A grammarrule specificto short-answerslirectly
projectsnps assentencesyith partsof the senten-
tial contentcomingfrom a contextual featureQub
(questionunderdiscussion).This grammarnule in
one go checksthe syntacticparallelismand con-
structstheintendedcontentof thefragment.

We have alreadygivensomefeatureghatwe see
as advantagesof separatingthesedifferent tasks



above (seeSectionl). Fromapracticalperspectie,
it seemsthat a non-modularapproachalso leads
to certaincomplications.The systemdescribedn
(Ginzlurg andGregory, 2001),animplementation
of G&S, performsunification-operation®n (syn-
tactic) representationsomingout of the grammar
to insertthe contextual information a posteriori
This meansthat no standardoff-the-shelfparsers
canbeusedin their system.

Anotherstrandof relatedwork concernghephe-
nomenonof parallelism,which hasbeenstudied
for a rangeof both intra- andintersententiaton-
structions; for instancecoordination, VP-ellipsis
anddiscoursestructure(seereferencesn (Pristet
al., 1994)).(Prustetal., 1994)dealswith the prob-
lem of computingwhich element®f clausesareto
be consideregarallelon the level of content.The
parallelism-constraints cLLS (Egg et al., 2001)
male surethat certainscope-decisions onerep-
resentationare tied to that in anotherrepresenta-
tion. Boththesenotionsarecomplimentaryto ours,
which concernscertainsyntacticfeaturesof paral-
lel elements. Closestin spirit is (Kehler 2002),
wherethe questionof whethersyntacticfeatures
play aroleis relativisedto the speectact.

Interestingly all thesesapproachesisedmixed
syntactic/semantic-representatiossnilar to the
onewe usein our system. (Prustet al., 1994)re-
tain informationaboutconstituenyg in their repre-
sentationgas does(Asher 1993)), while (Kehler,
2002) keepsall syntacticinformationto allow re-
constructionof syntacticstructure. Our proposal
lies somavherein the middle, with somesyntactic
featuresabove and beyond constituenyg beingre-
quiredto persistwhile othersarenotbeingcarried
overfrom grammar

Mix edrepresentationkave alsobeenmotivated
on morepracticalgroundsfor examplein (McRoy
et al., 1998) and (Milward, 2000), becausethey
supportmorerobusttechniquesf processingrat-
ural language. Their representatioiormatsseem
to containenoughinformationto be usefulfor our
systemaswell; thisis somethingve might explore
in thefuture.

5 Conclusionand Further Work

We have offereda compositionabemantic®f frag-
mentsand constraintson two speechactsthatcan
be performedwith them.We have describechow a
dialoguesystentanusetheseconstraintgo resole
the intendedmeaningof fragments.We alsohave
discussedvhy we think this approachhascertain
advantagescomparedo others(eg. G&S). In fu-
turework, we will extendthesystento coverother
speechactsthat canbe performedwith fragments,
for exampleElaboration and Correction We also
intendto evaluatethe systemon a larger scale,by

runningcorpusexamplesthroughit.
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